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PREFACE

The origin of this study can be traced to the
summier of 1968 when the Quantitative Analysis department
at the University decided to purchase some time-shared
computer services. This department was planning to offer
a series of executive level seminars designed to demonstrate
modern techniques of quantitative management as implemented
by computer time-sharing. Several alternative services were
investigated, and immediately the problem arose of inter-
preting the nominal prices which were quoted. Some informal
testing seemed to indicate that the user costs might be
guite different from system to system. Since in this situ-
ation there was a binding time constraint, a limited purpose
model was used, and the apparently best service was chosen
for the specialized job at hand. Left unanswered thoﬁgh
were a number of broader economic questions.

These apparent cost discrepancies (for example, 200
to 400 per cent) were quite striking to me; my economic
training immediately caused me to wonder how buyers could
allow such discrepancies to exist in the market place if,
in fact, these discrepencies were typical. Since I was
fortunate enough to have accumulated from many sources the

computer training necessary to study this rather technical

iii
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market, I decided, with the blessing of my dissertation
committee, to pursue this topic. The following study is
the result of that decision. I hope to repeat this study
at one or two year intervals to accumulate the data neces-
sary to conduct dynamic analyses of the effective prices
in this industry.

I would like to acknowledge my substantial debt to
Professors Gordon Skinner, Albert Simone; and Joseph Galilo.
All of these gentlemen contributed freely of their time and
deserve considerable credit for whatever merits this study
may have. Obviously, the fault for any shortcomings must
rest with me.

I would also like to thank my many friends and
acquaintances in the time-sharing industry who spent many
hours of time with me in discussions. Without their advice
and access to their systems, this study could never have
been made. These people are too numerous tO name; however,
I must single out Mr. Thomas Moore for his especial help.

Finally, I thank my wife Connie for both aid and
indulgence far beyond tﬁe call of duty. She deserves the
ultimate credit for making this study possible.

R.T.R.
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The ratio of hypothesis to reasonably
persuasive confirmation is distressingly
high in all economic literature, and it
must be my chief if meager defense that
I am not the worst sinner in the congre-
gation.

George J. Stigler

The Organization of Industry
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CHAPTER I

COMPUTER TIME-SHARING

1.1 Introduction

The main purpose of thié first chapter is to define
the goals of the study along with the methodology used to
pursue them. However, since the computer time-sharing
industry is rather young, many readers are probably not too
familiar with some basic concepts which will be helpful in
understanding various parts of the analysis. Therefore, we
will review these concepts before moving on to the primary

topics of the chapter.

1.2 The Nature of Computer Time-Sharing

Computer time-sharing normally refers to the simul-
taneous usage of a computer by a number of people--40, 60,
100, or more. On a commercial (i.e., rental) system, the
usér first dials the system's telephone number; hopefully,
the computer "answers." The user then connects his termi-
nal, often a Teletype'machine,1 to the telephone and pro-

ceeds to communicate with the computer. When he is fin-

1T+ was estimated in early 1969 that 95 per cent of
the communications terminals being used in the country were
produced by the Teletype Corp., a Western Electric sub-
sidiary. See "GE Steps on Teletype's Toes," Business Week,
April 5, 1969, p. 52.
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ished, he signs off the computer system and hangs up the
phone.

Time-sharing is technically possible as long as the
computer involved is fast relative to the average load
placed upon it by the users. This user load is somewhat
controlled by the user being restricted to a low speed ter-
minal;! this restriction effectively controls his maximum
access rate to the system. For example, if a computer has
40 simultaneous users, it must be able to meet their needs
by devoting, on average, 2-1/2 per cent of its time to each.
The words, "on average," are very important here. Over any
one minute period, 10 users might be sitting at their ter-
minals pondering the computer's last response, 10 more might
be receiving output, and another 10 might be entering input.
These 30 users are taxing the computer's resources rather
lightly, leaving most of its computing power to serve the
remaining 10 users; Also, at many times, the actual number
of users might be substantially less than the maximum the
system can handle; this could, of course, ease the burden

on the machine even more. On the other hand, users can

lLow speed remote terminals are normally 10 to 15
character per second machines (the standard Teletype is
10). A 10 character per second rate is the equivalent of
100 words per minute on output; the speed on input is a
function of the typing skill of the operator. The industry
is currently showing signs of accommodating faster termi-
nals; the next standard step will be 30 characters per
second which is 300 words per minute.
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overburden a machine and reduce the quality of its perform-
ance substantially if they all impose heavy computational
burdens at once.?!

Time-sharinoc is attractive to users for many rea-
sons. To better analyze these, let us look at the facili-
ties which the typical commercial time-sharing service pro-
vides. Usually, the user is able to do all of the follow-
ing:

1. enter programs vi . .s terminal in one or more

fairly standard computer languages,

2. discover and correct syntactical and logical
errors in his program,

3. correct these and other errors from his ter-
minal either by editing or replacing faulty
statements,

4. enter his input data from the terminal and
receive his program results at the terminal,

5. supply information when it is requested by a
program which is executing,

6. save his program on s e auxiliary storage
device,

7. tilize this seme -v.-liary storage for data

files,

A good summary of how computer time-sharing works
is presented by James Ziegler in Time-Sharing Data Proces-
sing Systems (Englewood Cliffs, N.J.: Prectice-Hall, 1967).
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8. and use the system's library programs, if
suitable, in lieu of writing his own.
This is a rather basic list; it does not begin to detail
all the capabilities which various services offer.-
'Instead, it represents capabilities which any service must
offer to even be considered a time-sharing system. To
understand the attractiveness of these capabilities to the

user, we will review the evolution of computer time-sharing.

1.3 The Evolution of Computer
Time-Sharing

The electronic digital computer is actually a rather
recent invention. Although there were conceptual pioneers,
such as Babbage, whose foresight extended beycnd the tech-
nologies of their times, almost all the developmenté in
electronic digital computers have taken place since the mid-
1940°'s.

In reviewing the evolution of computer time-sharing,
we will focus upon the changing relationship of man to the
machine over the past 25 years. If computers are to effec-
tively serve man (rather than the reverse), man must be able
to communicate his instructions and information to the com-
puter in a manner fairly convenient to him; however, it is
axiomatic in the computer area that increases in the con-
venience to man incur definite economic costs. Yet as tech-

nology shifts, so do these costs, thexeby altering the
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optimum man-machine relationship (or interface as it is
often called). There has been almost a 360 degree swing in
this interface from the earliest days of computers to the
present. The three major steps roughly correspond to the
"generation" terminology used by those in the computer
field, although these generational distinctions are normally
based upon the evolving electronics stages of computers--
vacuum tubes to transistors to microcircuits.

The first generation computers, characterized by
vacuum tube electronics, executed instructions with speeds
in the milli-second (thousandth of a second) range. When
the earliest of these machines were built, the only people
capable of using them were their designers and builders.
Unlike today, when programs (series of instructions) are
commonly fed to the computer in convenient forms such as
punched cards or magnetic tape, programs then consisted of
temporary circuits, hand wired on a board; when the progfam
was to be changed, the wiring on the board was altered. 1In

these early stages, the relationship between the user and

the machine was about as close as could be possible. If

one is altering the wiring of the computer, this is about
the extreme in "hands-on" operation. The fantastic growth
and technological development in this industry has been
economically possible only because of developments which

allowed more users with progressively lower levels of skill
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to effectively harness computer power.

A major advance occurred when programs could be
entered using the same input medium as for data (e.g., cards
or paper tape). At this point programs were being written
in "machine language." This means that the program was
entirely in numeric form (sometimes binary) and immediately
acceptable to the computer which was capable of accepting
only numeric information. Programs were still very diffi-
cult to write; consequently, potential users were still few.

_The normal procedure was for the user to write his program,
convert to the input medium, and then try it. Since a new
and nontrivial program almost never works cn the first
attempt, the user would then sit at the machine console and
attempt to determine where the program had gone wrong.

Still, the relationship between man and machine was a close

' one; the response to his alterations in his program was
immediate. ‘It is probably the most efficient use of man
time but certainly a highly inefficient use. of machine
time. When a computer is used in this way, it spends far
too much time idly awaiting responsé or decision from the
man at the operating console.

As the second genération machines were developed,
computer speeds increased greatly. Also, the development
of somewhat simpler 1énguages increased the number of users.

It became obvious to those responsible for supervising and
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optimizing computer usage that the previous inefficient
methods of usage could not economically continue.! A tech-
nique called batch processing was developed which involved
a supervisory program being placed in control of the
machine at all times. Under the control of this supervisory
program, the users' programs, commonly called problem pro-

' grams, were run in a sequential fashion. If there was a
severe error in one of the problem programs, the supervisory
program would issue a message, flush the remaining input, if
any, from the system, and continue to the next problem pro-
gram in line.

This system operates best in a closed shop environ-
ment in whiéh: (1) the machine is run by professionals,
and (2) the problem programmer usually does not even see the
machine. Under this system, the programmer writes his pro-
i ~gram, prepares the input medium, and then submits it, not to
the machine, but to a clerk. At some later time, he re-

ceives the output of his attempt. The loss of man-machine

interaction is obvious. Depending upon the “furn-around"

time, which may vary from minutes to days, the thought
processes can be substantially different from the "hands-on"

situation. The utilization of the computing power of the

IMuch of the development during these days was
taking place in university environments where the economic
costs of hours wasted by faculty or students carry little
weight relative to dollar expenditures. .
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computer is substantially increased, and the total computer
time necessary to develop and run a simple program is un-
doubtedly decreased; however, the elapsed time from the
submission of the user's first attempt to the eventual
return of correct output is usually increased quite sub-
stantially.

During the latter part of the second generation,
easier-to-use computer languages were developed; these
simpler! languages attracted many more new computer users.
One characteristic of these new users was that, both in
training and subsequent stages, they often provided large
numbers of shorter programs with high input/output (/0)
requirements. Many of those people who had very long and
laborious computational problems had already become com-—
puter users despite all the difficulties. To service the
increasing number of new users with high I/0 requirements,
most third generation systems allow the computer to have
in its memory the programs of a number of users. At any
one instant, the computer still is limited to working on
the program of a single user; however, when a user is in
need of an I/O operation, the computer starts the I/0

operation and immediately switches its computing capabili-

lphese "simpler" languages (e.g., FORTRAN) are
quite sophisticated and complex in terms of their internal
workings; however, for the user, they are reasonably
simple to use.
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ties to another user. To appreciate the need for this
elaborate scheme, one must realize that the third genera-
tion computer is performing its operations in microseconds
(millionths of a second). Obviously, all this switching
must be done under a complex supervisory program, and the
time required for this program to perform its functions
represents an overhead burden on the system. In modern
computer installations, the cost of this burden is out-
weighed by the savings from the improved machine utiliza-
tion which is obtained. The name commonly given to the
technique is multiprogramming or multiprocessing. It is
the staple method of batch processing for modern medium-
to~large scale computer installations.
Let us stop for a moment and review the trends we
have discussed:
1. The simplification of computer languages has
attracted many new users.
2. The utilization of the computer has improved
in a hardware sense.
3. The interface between man and machine has
deteriorated with substantial turn around
times being “the rule. .
These trends had become obvious by the early 1960's and
they set the stage for the development and acceptance of

computer time-sharing.
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Computer time-sharing allows the close man-machine
relationship of the first computer generation. A single
large machine is able to give to numerous users a level of
service nearly as good as they could obtain if they were
the only user. This close relationship is vital to the
user if either or both of two needs are important:

1. the need for fast turnaround,

2. or the need for interaction with the program

being executed.
Interaction refers to the ability of the user to examine
his output and to communicate his decisions as to further
processing or data changes based upon that output. For
instance, an economist using time-sharing to implement an
econometric model might wish to try various values for the
investment multiplier, not knowing what new values to try
until previous results are known. There is an implicit
time limit contained in this concept of interaction. The
user must be able to receive his results and return his
decisions with delays of only seconds or minutes for a
system to be truly interactive.!

We see then that technological developments have
allowed the concept of computer time-sharing to become a

reality. The impetus for development arose from the desire

lgven a batch system becomes "interactive" if we
allow the delays to be in terms of hours or days.
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to improve man's ability to communicate with the modern

computer.

1.4 The Economic Basis of Computer
Time—-Sharing

Even though time-sharing may be both technologically
possible and conceptually attractive, these factors alone do

not make it economically feasible. As we will discuss

later, there are certainly a number of reasonable substi-
tutes for time-sharing, some of which have fairly high
cross-price elasticities of demand relative to time-sharing;
therefore, time-sharing sellers must be able to produce
their services at a marketable price level, taking substi-
tutes into consideration. The discussion of the economics
of sharing computers could fill a volume by itself, espe-
cially when the Pandora's box of communications costs is
opened; we will limit this discussion to the basic analysis
since the refinements are not essential to this study.! We
are focusing here on the factors which allow shared com-
puter time to be marketed at a reasonable cost.

The dominant economic factor is usually referred to

lReaders interested in pursuing this topic might
find the following helpful: Bernhard Schwab, "The Economics
of Sharing Computers," Harvard Business Review, Sept.-Oct.,
1968, pp. 61-70; William F. Sharpe, The Economics of Com-
puters (New York: Columbia University Press, 1969), chap.
9; Walter F. Bauer and Richard H. Hill, "Economics of Time-
Shared Computing Systems," DATAMATION, November, 1967,
pp. 48-55, and December, 1967, pp-. 41-49. .
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as the "square law" or "Grosch's law."!
q

This "law" gives a
rough estimate of the economies of scale in computer hard-
ware. The law in simplified form states that, for a given
generation of hardware of a particular manufacturer, dif-

ferences in speed vary with the square of differences in

cost or:

E = (= ) c?

Where: C denotes the cost of a computer system,

E denotes the effectiveness of the system,

X denotes some constant.

For example, a machine that costs twice as much should be
roughly four times as fast.? This law states a hyperbolic
relationship, not the parabolic one necessary for a typical
"U" shaped long run average cost curve. Therefore, the law
is only accurate over the downward sloping portion of the
average cost curve; however, for an obvious economic reason,

this covers almost all computers built. Rather than buying

lsharpe, Economics of Computers, p. 315.

27n "Economics of Sharing Computers," p. 62, Schwab
assumes a "cube" law which produces an even more accentu-
ated relationship. Sharpe, however, in Economics of Com-
puters, pp. 315-22, cites several studies of third genera-
tion machines which tend to validate the square law for
balanced blends of computer tasks.
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a computer on the upward sloping portion, the buyer can
achieve lower costs by simply adding computer power of the
type found near cr at the bottom of the downward sloping
portion. Only the quite large machines or super—computers
lie beyond the minimum point on the actual average cost
curve.! The costs of building and supporting these super-
computers are extremely high for the following reasons:

1. The demand is normally small--often less than
10 machines--which gives only a small base over
which to spread high developmental costs.

2. Thesé machines are normally custom-tailored to

.the buyer's needs even though they might nomi-
nally bear the same model number.

3. The size and speed requirements usually dictate
that the latest and'most expensive technology
must be used.

The super—computer is economically acceptable to the buyer
only if he has very specialized requirements (e.g., the
need to solve huge problems) which can only be met by a
super-computer.

This square law can be viewed as an approximation

of the long run average cost curve facing a computer user;

the short run cost curves would be typical parabolic func-

lgharpe, Economics of Computers, pp. 316-20.
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computer. The exact curvatures of the short run cost curves
could vary considerably depending upon various factors such
as:

1. Whether a machine is leased or purchased.
Leasing agreements often have a fixed minimum
charge for so many hours of operation per
month. Beyond that number of hours, there is
a straight hourly charge. A purchased machine
would bear the total monthly depreciation
charge regardless of usage.

2. The degree to which many support costs are kept
variable. For example, an in-house programming
staff may be maintained, or programming services
may be purchased as needed from service com-
panies.

However, the general pattern of high fixed costs in oper-
ating a computer should produce a fairly long downward
slope. Figure 1-1 illustrates these general relationships.

What is the implication of this for computer time~-

sharing? Suppose that 4 users each buy a $100,000 machine;

' their total computing power is four times that of any
individual. If on the other hand, they pool their funds,
buy a $400,000 machine, and work out some equitable arrange-
ment to share it, their total computing power is now sixteen

times that of any individual on the first plan. Each of
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them has at his disposal four times his previous computing
power; against this he must balance any additional costs
caused by the sharing arrangement (e.g., communications
costs, accounting costs, etc.).

We can now see how time-sharing is able to exist in
the marketplace. There are numerous reasons why time-
sharing is attractive; however, if cost and effectiveness
were'linearlx related, computer time-sharing could not be
marketed at prices remotely near the prices of its currént
substitutes. The time-sharing vendor simply f£ills the
"grouping" function in the example given above. As long as
sales volume is kept high and the overhead and communica-
tions costs remain less than the savings on computer power,
the vendor should be in fine shape.

The information contained in these last three sec-
tions should provide the necessary background for the
reader who has not had experience with computer time-
sharing. We will now define the objectives and methodology

for this study.

1.5 The Objectives of the Study

There are two main objectives in conducting this
study: the first is the development of a methodology for
studying prices in the commercial computer time-sharing
market, and the second is the application of this method-

ology to the current market. This is an empirical study,
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aimed at determining the extent to which non-competitive
pricing can exist in a rapidly growing industry with a
complex product. Because of the scarcity (and non-
comparability) of any past data, this is a static analysis
only; however, using the methodology developed in this
study, additional comparable data points can be established
at successive points in the life cycle of this young indus-
try. Then, the development of various economic character-
istics can be closely observed over time. For this reason,
the development of the methodology is just as significant
as the results of its first application which are given in
this study.

This study is potentially beneficial (in the prag-
matic sense) to two main groups: one is made up of time-

. sharing sellers and buyers, and the other is comprised of
those who might have to oversee the industry (e.g., in the
areas of antitrust or even industry regulation). This is
in addition io the help it will provide to academicians who

subsequently extend the analysis.

1.6 The General Methodology of the Study

The general structure of this study is fairly typi-
cal of many economic studies. As usual, a model is con-
structed, a hypothesis is formulated based upon the model,
and the hypothesis is then empirically tested. In this

study, the industry is classified in line with the basic
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economic models of industrial organization. Then, a rela-
tionship of industry prices is hypothesized, and this
hypothesis is empirically tested.

An analysis of prices is especially difficult in

this industry because there is no predictable relationship

between the nominal and the effective prices. This study
provides a standardized measure of effective prices by
defining a "typical" quantity or batch of the product and
then empirically determining the effective price that a
seller charges for this unit of product. These effective
prices from seller to seller are then statistically
analyzed.

We will review here the general presentation of the
study. Chapter II is a review of the relevant economic
literature, especially the literature pertaining to oli-
gopolistic markets. Chapter III examines the economic
characteristics of the time-sharing market and determines
the market model (from Chapter II) to which the actual
market most closely conforms. Based upon this choice of
models, the hypothesized price relationship among sellers
is established. Chapter IV presents a detailed analysis of
the nominal pricing structure which prevails in the time-
‘sharing industry. Chapter V then gives the methodology
developed to empirically measure the effective prices in

this market. Chapter VI details the statistical analyses
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applied and their results. Chapter VII then presents the

economic conclusions derived from these statistical results.

1.7 Summary

In this chapter, we have concentrated on two broad
areas. First, we have surveyed some of the basics of com-
puter time-sharing in order to establish a common minimum
level of background information. Secondly, we have out-
lined the objectives and general methodology of the study.

We will now proceed with the body of the study.
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CHAPTER II

A REVIEW OF THE LITERATURE

2.1 Introduction

This study relies most heaviiy upon the concepts
and procedures developed by industry researchers such as
Burns, Bain, Weiss, and Caves.! The study is quite close
philosophically to the work of Bain as indicated by the
following passage in which Bain states that his goal is,
"to test the theory by seeing whether its hypotheses or
predictions can be confirmed oxr disconfirmed with factual
data. Theoretical predictions are viewed only as hypoth-
eses subject to critical testing, as ié appropriate in a

"2 ag gtated in Section 1.6, the gen-

scientific endeavor..
eral methodology for the study will be to: (1) examine

the general economic characteristics of the industry; (2)
establish a hypothesized relationship of industry prices

based upon these observed characteristics; (3) empirically

test our hypothesis; and (4) interpret our findings.

1gee, for example, Arthur Robert Burns, The Decline
of Competition (New York: McGraw-Hill, 1936); Joe S. Bain,
Tndustrial Organization (2nd ed.; New York: Wiley, 1968);
T,conard W. Weiss, Case Studies in American Industry (New
York: Wiley, 1967): and Richard Caves, American Industry:
Structure, Conduct, Performance (2nd ed.; Englewood Cliffs,
New Jersey: Prentice-Hall, 1967) .

2Bajin, Industrial Organization, p. viii.
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Therefore, in this chapter, we must determine what industry
or market characteristics are.theoretically relevant to the
construction of our price hypothesis.

As we will later see, the computer time-sharing
industry is obviously a differentiated oligopoly. The

problem is determining how differentiated and how oligop-

olistic it is. Our primary need is information which will
help us to hypothesize about the relative prices in the
industry rather than the absolute level. Therefore, we
must determine what evidence we need to construct a hypoth-
esis concerning price competition.

First, we will examine the concept of a market and
the theory of oligopolistic competition as developed by
Fellner. Then, we will again examine oligopoly theory, but
from an institutional viewpoint, to obtain a set of working
definitions which have been refined for use in empirical

studies.

2.2 . Markets and Market Structures

To the price theorist, the conzept of a market is
cleanly defined. Assuming that quantitative limits have
been set, an industry (i.e., the sellers in a market) may
be defined based upon the cross elasticities of demand for
the commodities involved. "A commodity group with high
cross elasticities within the group but with low cross

elasticities with respect to other commodities is often
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said to constitute an industry."! The difficulty of ob-
taining all the necessary cross elasticities--let alone
defining limits for them--makes the implementation of this
approach rather impractical for the empirical researcher.

In industry studies, the definition of the market
is often one of the more difficult steps. Weiss defines a
market as, "all the buyers and sellers, potential or actual,
of a particular good or service who deal with one another

"2 The two essential

or could easily deal with one another.
concepts contained here are the close-substitutability of
producer or seller outputs and the ability of buyers and
sellers to consummate transactions; if products were not
close enough substitutes or if buyers and sellers were
geographically separated, we would have more than one
market.? Weiss points out that any boundries selected in
industry studies are necessarily arbitrary,* and Caves
makes the additional point that any market definition is

often not equally satisfactory with respect to both the

buyer and seller sides of the market.®

=
J

lRichard H. Leftwich, The Price System and Resource
Allocation (3rd ed.; New York: Holt, Rinehart and Winston),
p. 43.

2Weiss, American Industry, p. 2.

3gee, also, Bain, Industrial Organization, pp. 6-7.

“Weiss, American Industry, p. 3.

Scaves, American Industry, p. 7.
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Once a market has been defined as to the identities
of its component elements (i.e., the buyers, sellers, and
product), the next step is examining the market structure.
According to Bain,

Market structure refers to the organizational char-
acteristics of a market, and for practical purposes to
those characteristics which determine the relations (a)
of sellers in the market to each other, (b) of buyers
in the market to each other, (c) of the sellers to the
buyers, and (d) of sellers established in the market to
potential new firms which might enter it. In other
words, market structure for practical purposes means
+hose characteristics of the organization of a market
that seem to exercise a strategic influence on the
nature of competition and pricing within the market.

The most salient aspects or dimensicns of market
structure are:

(a) The degree of seller concentration--described
by the number and the size distribution of sellers in
the market.

(b) The degree of buyer concentration--defined in
parallel fashion. ,

(c) ' The degree of product differentiation as among
the outputs of the various sellers in the market--that
is, the extent to which their outputs (though similar)
are viewed as nonidentical by buyers.

(d) The condition of entry to the market--refer-
ring to the relative ease or difficulty with which new
sellers may enter the market, as determined generally
by the advantages which established sellers have over
potential entrants.!

The term “"market structure" is not universally
defined in the above manner. Some authors use it in a
broader sense to describe the usual theoretical market

models (e.g., monopoly,  oligopoly, etc.).? While structural

l1Bain, Industrial Organization, p. 7.

. 2For example, see Paul A. Samuelson, Economics (8th
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« considerations as outlined above do have significant influ-
ence upon the conduct of those in the market, they are not
necessariiy determinants of unique conduct.! Bain accounts
for this by providing another important concept, market
conduct, which " . . . refers to the'patferns of behavior
that enterprises follow in adapting or adjusting to thé
markets in which they sell (or buy)."?

We should note here that the terms "market struc-
ture" and "market conduct" have a very different time con-
notation implicitly attached to each of them. Structure is
determined at a point in time,?® while conduct is obsexved
over a period of time. Since this study is a static anal-
ysis, we will have to rely heavily upon the structural
factors to help us in hypothesizing about the conduct fac-

tors.

2.3 The Nature of Oligopoly

In the preceding section, we gave Bain's list of

the important elements of market structure. .They are

ed.; New York: McGraw-Hill, 1970), p. 460.

lFor example, in a differentiated oligopoly situa-
tion, we could have pricing by collusion, price leadership,
or -several other pattermns.

2Bain, Industrial Organization, p. 9.

3Note that this is not saying that market struc-
tures are volatile; in fact, market structure tends to be
rather stable, especially in older lndustrles. See Caves,
American Industry, pp. 32-33. -
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important because "they seem to exercise a strategic influ-
ence on the nature of competition and pricing within the
market."! Oligopoly theory gives us some insight into this
importance. Therefore, we will now examine the theory of
oligopolistic competition as developed by Fellner.

According to Fellner, oligopoly is competition

among a "few" sellers where this fewness, in turn, means
that each seller is relatively important in the market.?
Therefore, all oligopolists must be constantly aware of
their mutual interdependence and must weigh their actions
in terms of the reactions of their competitors who will
surely notice (and possibly respond to) any actions. This
mutual interdependence can make the demand and supply
functions and the equilibrium situation indetefminate in
oligopoly markets.

The markets on which it is vossible to define
neither demand functions nor supply functions for the
individual firms are those on which specific sellers
or buyers sell or buy considerable fractions of the
total market volume, so that the other sellers and
buyers are affected materially by what single firms
are doing. . . .

The oligopolist, instead of "setting up" a supply
function, attempts to select a definite price to be
charged and a definite quantity to be sold, which, in

combination with one another, are optimal from his
point of view. But the quantity he is capable of

lgain, Industrial Organization, p. 6.

2William Fellner, Competition Among the Few (New
York: Knopf, 1949), p. 17.
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selling at any given price depends on the prices
charged by his competitors, which, in turn, are
appreciably affected by what price he sets. Conse-
quently, not only does the oligopolist fail to set up
a supply function, but also it is impossible to define
for him a demand function from information pertaining
to buyers' preferences alone. . . . Determinate equi-
librium, in the usual sense, does not exist if, for
the individual firm it is impossible to define either
a demand function or a supply function (or both).

Yet, oligopolists . . . usually have cost functions
and utility functions (or their equivalents), and
these set limits to what is acceptable to them, that
is, to what from their point of view is preferable to
going out of business. The problem of these limits
can be approached with the tools of traditional value
theory. These limits always are in the nature of (long-
run) zero-profit points. They exclude the possibility
of outcomes by which any one party suffers a loss
(negative profit) in relation to the zero line deter-
mined by not concluding the deal in question.!?

Note that cost and utility functions do set limits upon any
equilibrium which may be achieved. The problem is to deter-
mine what forces lead to equilibrium within these limits.
Fellner argues that equilibrium within the limits
is determined by a process quite similar to what we commonly
think of as bargaining. Usually bargaining involves direct
or explicit negotiation during which each party attempts to
determine the most favorable terms which it can extract
from the other participant. Fellner feels there is no
meaningful difference between explicit and implicit bargain-
ing in which the participants attempt to estimate (without
direct negotiation) what the responses of the other party

will be to various actions. That is, implicit bargaining

11bid., pp. 10-12.
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occurs when:
. . . each party tries to find out from the responses
of the other parties what the ultimate conseguences
of its own patterns of behavior are; and each party
tries to discover which of the alternative patterns
of behavior results in mutual reactions that are in
the nature of a tacit agreement (or convention), and
are more favorable from his point of view than any
other tacit agreement acceptable to the others. Such
processes may be termed implicit bargaining or quasi-
bargaining and the resulting state of affairs may be
termed gquasi-agreement. The difference between "true"
agreement and quasi-agreement is that the former
requires direct contact while the latter does not.!?
As soon as bargaining occurs, the question of bar-
~gaining power arises. Fellner gives four factors as the
determinants of bargaining power:
1. "Long-run consequences of violating accepted
value judgements (that is, of faring too well),"”
2. "The immediate political consequences of a
stalemate in the relations between the parties
concerned,"
3. "The ability of the parties to take and to
inflict losses during stalemates,™
and
4, "Toughness in the sense of unwillingness to

yield in a range in which the other party is

expected to yield if one fails to do so."?

11bid., pp. 15-16.

. 2Ibid., pp. 24-28.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permissionyz\w\w.manaraa.com



28

standards, accurate information about the above four factors
and the zero profit levels is sufficiently known so that

bargains (or quasi-bargains) are reached rather efficient-

ly.!

Having presented the foregoing, Fellner states the
main "suggestion" of his analysis:

In markets of the oligopolistic kind . . . , there is

a tendency toward the maximization of joint profits of
the group and toward division of these profits in
accordance with [the four factors of bargaining power.]?

In other words, since the oligopolists will share the indus-
try profit "pie," they all have an interest in sharing the
largest possible pie.

Given the quasi-agreement--or & true agreement--with
respect to the division of gains, it becomes possible
to describe individual market functions (demand and
supply functions) for the participating firms. But
these are not derived from utility functions and
technological functions alone. They are derived from
these functions plus the interaction of [the four .
factors of bargaining power.]?

Obviously these demand and supply functions would be depen-
dent on factoré which might be rather difficult to quantify
(i.e., the relative strengths of bargaining power) .

Quasi-agreements established to regulate the
relations between rivals must be changed, sometimes
. because of far-reaching changes in relative strength,
sometimes because changes in the market functions
make it necessary to test the views of rivals by
tentative price-setting. Consequently, the periods
of established gquasi-agreement will be interrupted by

11pid., p. 32. . 2Ibjid., p. 33.

31bid., pp. 33-34.
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intervals of strength-testing (aggressive) competition;
and also by periods of tentative price-setting aimed
at testing the market views of rivals. Effective
price~leadership may eliminate interruptions of the
second kind. '

Furthermore, even under quasi-agreements, the tend-
ency toward joint-profit maximization is in many cases
counteracted by the circumstance that the requirements
set by [the four factors of bargaining power] are
better satisfied at price levels and levels of output
other than those maximizing joint profits. 1In other
words, it may in many cases be impossible to accomplish
an acceptable distribution of the joint profit at the
values of the relevant variables which would maximize
the joint profit, while some pattern of distribution
relating to a smaller joint profit may prove acceptable
to all parties concerned.?!

True joint profit maximization is probably rarely
attained in practice. It is not possible to accomplish
without pooling all resources and earnings.?

[However,] placing all relevant variables under joint
control would imply a commitment with respect to the
distribution of the joint gain such as would not be
acceptable a priori to all parties. This is especially
true of those variaples that require skill and ingen-
uity in handling (such as those directly connected with
advertising, product variation, technological change,
and so forth).?
Complete pooling of all resources can place some firms at
extreme’ disadvantage if the pooling agreement is terminated.
‘Also, of course, many societies have institutional barriers
to such extremes of co-operation by supposedly competing

firms.

Fellner's approach of quasi-bargaining and quasi-

l1bid., p. 34. 27pid., p. 35.

$Tbid., p. 35.
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agreements modifies considerallv the traditional reaction-
function approach to oligopoly theory. The meaning of
reaction functions can be most easily illustrated in terms
of the price leadership case. The "follower" firm forms
its reaction function by choosing its optimal set of market
variable values for each set of market variable values
which the "leader" firm might choose.

The transition from the "reaction-function" approach
. . . to the more realistic problem of quasi-agree-
ments may therefore be said to consist of two steps.
In the first place, starting from the leadership
model, we should include in our arsenal of tools
reaction functions other than those defined to
express followers' individual profit maximization

for given values of leaders' variables. Followers'
reaction functions are significant only if the leader
is willing to make a selection along them. Any
meaningful solution assumes that the behavior pattern
of the rivals is mutually acceptable. TFor the same
reason, the second step of the transition consists of
allowing for the possibility that the reaction function
of the follower may be limited to one range of poten-
tial values of the leaders' variables, to that range
within which the outcome is more favorable for the
follower. than in other ranges. The limiting case is
that of a reaction point, rather than function, and in
this case the transition from the original leadership
model to quasi-agreement is so complete that all fea-
tures of the leadership model have disappeared. For,
in this case, the "leadership" has become mutual, and
mutual leadership is indistinguishable from mutual
followership.?! -

Using his quasi-agreement approach, Fellner develops

a theory of qualified or limited joint profit maximization

since complete joint profit maximization will so rarely

occur in practice. The following list gives the reasons why

ltbid., pp. 126-27.
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qualified maximization will occur.

a. Unwillingness to pool resources and their earnings
. and to agree on inter-firm compensations, in order

to maximize profits in the presence of non-
horizontal cost curves (pages 191-7ff.)

b. Same unwillingness in the presence of differences
between cost curves of the various firms (pages
191-7ff.).

c. Same unwillingness in the presence of product
differentiation, implying unwillingness to pool
brands, or in the presence of spatial differentia-
tion, implying unwillingness to reallocate output
between points with different locations, pages
191-7ff.).

d. Incompleteness of co-ordination concerning future
changes in advertising, product quality, and techno-
logical methods (pages 183-91ff.). :

e. Safety-margin considerations (pages 146-57££. ).

f. Long-run considerations which relate to the maximi-
zation of the present value of the enterprise, in a
particular sense, more than to "profits" technically
(pages 158-68ff.).

g. The adoption of cutthroat policies or the desire to
avoid them (pages 177-83ff.).

h. The existence of controlling groups among owners
(pages 169-74ff£.).?

Fellner goes on tc state that qualifications (e), (£f), and
(h) apply to monopoly as weli as to oligopoly. They reflect
the fact that the normal construction of the marginal func-
tions necessary for mechanistic profit maximization deci-
sions does not contain all variables "pertaining to the pur-
suit of economic advantage."?

The other qualifications, since they apply to oli-

gopoly situations only, are more relevant to us. The impact

. of qualification (a) is shown in Figure 2.1 in terms of two

l1bid., p. 198-99.
. 2Ibid., p. 199.
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FIGURE 2.1!
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firms. Rather than the two firms having a single cost
curve for any level of output (as in the case of complete
pooling), there is an individual cost curve for each firm.
Figure 2.1 assumes identical but sloping cost curves and
definite and equal marketvshares. Under these assumptions,
the eéuilibrium point is determinate since both sellers
would desire the same market price. If one firm were more
powerful than the other, that firm's DD' curve would have
to be shifted to the right. Now, each firm desires a
different price and the market price is theoretically
indeterminate within the range of their desired prices.
According to Fellner, the actual determination occurs
either by the quasi-bargaining process or by price leader-
ship (the pattern of which was probably determined initially
by quasi-bargaining). This situation is shown in Figure 2.2
where P1 and P2 represent the prices desired by firms 1 and
2 respectivelf. The DD' curves in Figure 2.2 also assume
equal market shares regardless of the market price (i.e.,
both DD' curves have the same price-elasticity).1

It is possible for the two firms to agree (or quasi-
agree) upon iso-profit share rather than iso-market share
demand curves. However, Fellner dismisses the iso-profit
approach as being unrealistic in practical‘terms. The iso-

prbfit approach means that firms must disregard market

11bid., pp. 201-06"

i
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shares. Therefore, those firms whose market shares drop
to satisfy the iso-profit agreement leave themselves wide
open to substantial harm if the quasi-agreement is ever
abandoged.1

The effect of adding qualification (b) is to shift
the cost curves of one of the firms upward or downward,
still leaving limits such as those shown in Figure 2.2. A
possibly significant impact, however, is that limits are
placed upon the way in which the firms may share profits
since qualification (a) allows no inter-firm compensations.?

The addition of qualification (c) has significantly
more complex effects. "The reason is that in differentiated
oligopoly the buyer has a say in the matter of market shares

n3

and in that of profit shares at equal prices. Product

differentiation destroYs the consumer indifference which is
present when we have homogeneous products and equal prices.
In Figure 2.3 (which has cost differences incorpor-
ated also), the DD' functions must be interpreted in a
different manner than in the undifferentiated case.
For oligopoly with product differentiation it is possi=-
ble to assume that (1) the functions, throughout their
course, imply such price ratios between the products
in conjunction with such advertising expenditures by
the rivals and with such product qualities as will

establish iso-market-share DD' curves; (2) the func-
tions, throughout their course, imply such price ratios

11bid., p. 217. 21pid., pp. 209-10.

$1Ibid., p. 213.
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between the products in conjunction with such adver-
tising expenditures by the rivals and with such product
qualities as will establish iso-profit-share DD' curves
in accordance with relative strength; (3) the functions,
throughout their course, imply a constant (absolute or
proportionate) price ratio between the products and
given advertising and product guality. In all three
cases the unwillingness to pool--in the sense of qual-
ification (c)--expresses itself in the fact that brands
exist if a producer finds it profitable to produce them,
given the brands of other producers, and not only if the
sum of the profits is increased by the separation of
markets which the existence of the brands makes pos-
sible.?

FIGURE 2.3%
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Again, Fellner feels that the iso-profit approach (i.e.,
the second interpretation) is unrealistic for the same
; reasons given earlier. He goes on to state that:

It should be emphasized that the sharing agreement

11pid., p. 213. . ?Ibid., p. 212.
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(market- or profit-sharing) need not relate directly

to sharing in any of the three cases just distinguished,
that is, in any of the cases under product differen-
tiation. A quasi-agreement relating to price ratios,
advertising policy, and product variation policy is
implicitly a sharing agreement.®

There are certainly more elements of conflict to be resolved
by quasi-agreement when product differentiation is involved.
Instead of simply agreeing to a point along the iso-market
share curves, agreements must also be reached as to price
differences, advertising, and quality.

If we incorporate qualification (d), we see that
market shares can change substantially over time. This
situation is typified by "non-price competition." A quasi-
agreement exists which regulates price differentials only.
The effect of such non-price competition can vary according
to its intensity and the quality elasticity of the product.
In describing non-price competition, Fellner says:

Conditions of this sort can exist only if there is
serious disagreement concerning the evaluation of
relative skills. Disagreement is likely to arise be-
cause we are dealing here with persons who have chosen
a profession primarily suitable for those who believe
that they can outdo their rivals. Businessmen do not
probably believe that they are more skillful than their
rivals in cutting the price; hence price warfare is not
a normal feature of oligopolistic markets, except when
it is necessary to test relative standing power. But
businessmen are apt to believe that they are more skill—-
ful than their rivals in such things as technological
and organizational improvement, product variation, and
advertising; hence they may never end testing their
skills in these respects. Yet non-price competition on
the assumption that the rival is completely uninfluenced

11pid., p. 213. .
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or impotent is an extreme case. Limited non-price
competition which restricts itself to certain methods
of improvement and of new advertising is more likely,
especially if it is felt that these methods are tied
more closely to certain "skills."!?

The last qualification which is unique to oligopoly
is (g). According to Fellner, "The desire to avoid cut-
throat competition tends to make for downward priée rigidity
and for upward price flexibility."? Since Fellner's dia-
grams illustrate quasi-agreement, they are not capable of
showing cutthroat competition.

Analysis of oligopolistic industries can be further
complicated by the presence of non-oligopolists in the
market. Several possible relationships may exist between
the oligopolists and any atomistic competitors which may be
present. For example, the dominant firms might force the
terms of their quasi-agreement upon the atomistic firms.
However, this enforcement might be difficult; the dominant
firms may not be able to exert pressure selectively upon
particular atoﬁistic competitors.

Fellner suggests that it is more likely that the
large firms will possess only partial oligopoly power. In
partial oligopoly, the large firms act as oligopolists while

taking for granted competitive behavior on the part of their

atomistic competitors. If either entry restrictions, cost

11pbid., p. 221.

. 2Ibid., p. 227.

1
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disadvantages for new entrants, or product differentiation
curtail the entrance of additional atomistic competitors
or place them at a significant cost disadvantage, then we
might expect partial oligopoly. The small firms are not
able to exert sufficient competitive pressure to drive
prices down to the zero profit level for all atomistic com-
petitors, let alone for all firms. Therefore, the large
firms may f£ind it more profitable to allow these atomistic
competitors to continue to exist as opposed to lowering
prices enough to drive them out of the industry. As noted
above, however, this analysis depends upon certain assump-
tions which limit the amount of competitive pressure that
atomistic competitors can exert.!?

This summary of Fellner's analysis of oligopolistic
competition gives us a theoretical framework which we can
employ to examine and describe the process of pricing in an
oligopolistic market. In our analysis of the time-sharing
industry, we are going to have to rely heavily upon insti-
tutional details for many clues as to the degree of compe-
tition which exists in the industry. Therefore, a review
of the institutional aspects of oligopoly will provide us
with a set of concepts and definitions which have been re-
fined through successive applications in siudies of other

industries. As we examine this institutional material, we

1Tbid., pp. 136-41.
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will tie it as closely as possible to our work with

Fellnexr's model.

2.4 Seller and Buyer Concentration

As defined earlier, seller and buyer concentration
refer to the number and size distribution of sellers and
buyers in the market. If viewed from either side, we may
vary from one participant (monopoly or monopsony) to innu-
merable participants (atomistic competition). When a few
firms in an industry share a high percentage of the sales,
we speak of the industry as being "concentrated." Accord-
ing to Adelman, "there is no logical connection ketween
concentration and any behavior pattern in any instance.
But, as a general statistical matter, the greater the con-
éentration the lower the odds in favor of competitive be-
havior."! In terms of the Fellner model, the degree of
seller concentration is the determinant, of course, of the
degree of mutual interdependence among the sellers.

Buyer and seller concentration are, of course, very
similar concepts; however, buyer concentration seems a much .
less important problem, both from the standpoint of its
actually arising and from the attention it ﬁas received in

the literature. Although we will see in Chapter III that

M. A. Adelman, "Industrial Concentration" (a
statement to the Subcommittee on Antitrust and Monopoly,
U. S. Senate Judicial Committee, September 10, 1964),

p. 7.
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various buyer characteristics are important in our analysis,
the problem of buyer concentration (i.e., monopsony Or
oligopsony) does not arise. Therefore, we will ignore it
also here in Chapter II.

An obvious, practical problem in empirical studies
is the determination of the exact point at which the mutual
interdependence of sellers becomes perceptible. Everyone
will agree that a situation in which three sellers have a
reasonably equal share of the market is clearly an oligopoly
market of some type. Similarly, if 500 sellers had equal
shares of their market, everyone would agree that was some
variety of atomistic competition. However, there is no
accepted dividing line between these two cases.

Recognizing the difficulty of applying any precise
quantitative standards to the problem of classifying indus-
tries according to theoretical market types, Bain has
instead approached the problem by attempting to state some
useful general relationships.

First, other things being equal, oligopolistic inter-
dependence becomes stronger as seller concentration
becomes higher, or weaker as seller concentration is
less. Second, therefore, the higher the degree of
seller concentration within oligopoly, the greater

is the probability of the adoption of joint monopoly

price and output policies by rival sellers.?

This is essentially a restatement of Fellner's main theme.

lgain, Industrial Organization, p. 117.
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facing every oligopolist.

In sum, there will be in the usual oligopoly a
counterpull between joint profit-maximizing and
independent profit-maximizing motives. . . . in this
connection, two specific aspects of the degree and
pattern of seller concentration should influence the
comparative importance of independent and joint action
within oligopolies:

1. The degree of seller concentration, as re-
flected in the number of sellers and the proportions
of the whole market supplied by individual sellers.!?

2. The presence or absence of a competitive
fringe of small sellers in an oligopolistic industry,
and its quantitative importance if it is present.?

As we will later see, the second point may be especially
relevant to this study. Even though these fringe sellers
may be seemingly unimportant in terms of market share, they
may exert pressure upon the dominant firms in the industry.
For example, unless the dominant firms enjoy a considerable
cost advantage, they may be motivated to price lower (than
they otherwise might) in order to prevent gradually in-
creasing market penetration by the smalier firms. On the
other hand, the smaller firms might find it advantageous to
remain under the pricing "umbrella" of the larger firms,
not attempting to penetrate to the point where the larger
firms would respond to the threat. This is similar to

Fellner's analysis of partial oligopoly cases.

1bid., p. 120.-

. 2Ibid., p. 122.
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tration by and large rests on and reflects other elements

of market structure."! In other words, concentration is

not a phenomenon which has merely randomly arisen in certain
industries and not arisen in others. In virtually all
cases, the level of concentration is quite predictable in
terms of the product differentiation and entry barriers

which are present in a particular industrial situation.

2.5 Product Differentiation

According to Chamberlin, product differentiation
may be defined as follows:

A general class of products is differentiated if
any significant basis exists for distinguishing the
goods (or services) of one seller from those of an-
other. Such a basis may be real or fancied, so long
as it is of any importance whatever to buyers, and
leads to a preference for one variety of the product
over another. . . .

Differentiation may be based upon certain char-
acteristics of the product itself, such as exclusive
patented features; trade-marks; trade names; peculi-
arities of the package or container, if any; or
singularity in quality, design, color, or style. It
may also exist with respect to the conditions sur-
rounding its sale.?

While Chamberlin's definition is equally valid for both the
consumers' goods and producers' goods markets, significant

product differentiation is much more prevalent in consumer

lcaves, American Industry, pp. 17-18.

2g. H. Chamberlin, The Theory of Monopolistic
Competition (Cambridges: Harvard University Press, 1933),
p. 56.
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markets. Since this study involves a producers' good, we
must look fairly carefully at the various sources of prod-
uct differentiation so that we may later examine each for
relevancy to our problem.

According to Bain, the major sources of product
differentiation are: (1) differences in gquality or design
among products; (2) the inability or unwillingness of
buyers to evaluate the important characteristics of the
goods they are buying; (3) the persuasion of buyers by
advertising and other sales promotion activities; (4) the
attachment of an image of status or prestige to particular

~goods; and (5) differences in seller location.! According
to Caves, product differentiation is especially important
in situations such as the following:

Where the product f£fills no simple technical func-
tion, but rather can satisfy many different sorts of
personal needs or uses, psychic or physical, consumers
probably will have different preferences among brands.
Many drug and cosmetic articles would fall into this
class. Where consumers typically lack the skill to
evaluate different brands, they may form their prefer-
ences on the basis of superficial appearance, adver-
tising claims, and the like. This case includes many
ordinary consumers' durable goods. A household
‘purchases them relatively seldom, and thus can form no
judgement of the exact merits of different brands from

" its own experience. The result, again, is likely to
satisfy all the conditions necessary for product
differentiation. Finally, some goods and services are
innately complicated, and thus can satisfy or dis-
appoint consumers' expectations in many different ways.
Consumers will value each brand's pluses and minuses
differently, and thus come up with diverse preference

1Bain, Industrial Organization, pp. 226-27.
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patterns.!

| On the other hand, producers' goods are bought to
be used as inputs to the production process; the criteria
for utility evaluation should be relatively free of such
things as complex psychic motivations (e.g., status or
fulfilling childhood desires). Also, talent should bel
available to perform analyses upon prospective purchases
to determine the best buy on a cost-benefit basis. Caves
gives the following example drawn from the producers"

goods market:

Even where physical differences exist, no economic
differentiation may arise if the buyers can make an
exact appraisal of the differences and if every buyer
makes the same appraisal. For instance, coal of
different grades and from different regions may vary
in energy content and in the gquantities and types of
impurities contained in it. Major users of coal,
however, such as giant electrical utilities, can
readily measure these differences. They may decide
that type A coal has exactly 1.3 times the energy
value to them per ton as tvpe B coal. And then they
will be willing to pay more for type A than type B.
But this is not the same as product differentiation. .
The utilities will pay more for type A, but only 1.3
times the price per ton of B, and not a penny more.
If the price relation between A and B should vary -
from this standard differential, all utilities would
switch from one to the other. The market result is
the same as if the product were undifferentiated.?

The above example is extremely relevant to this study. As

we will see in the following chapters, this study makes

exactly the same type of analysis relative to time-sharing

lcaves, American Industry, p. 21.

. 21bid., p. 21l.

Y
1
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and attempts to allow for physical differences in the
product, just as described above.

The concept of product differentiation as stated,
for instance, by Chamberlin is quite acceptable until one
attempts to apply it in practice. It is true that, "After
all, no real economic difference exists between varying the
traits or qualities of the product and varying the adver-
tising which promotes it. Either tactic simply adjusts the
blandishments with which the seller tries to woo the con-

sumer."?!

However, when we are attempting to hypothesize
about price eqguality, we cannot help but wish that we had
a conceptual definition of meaningful vs. nonmeaningful
differences in product. Such differences could only have
meaning though in the producers' goods market where we can
apply normative standards to the buyers' motivations and
selection criteria. To put this another way, any imperfec-
tions in the substitutability of products in the producers'
goods market should be explainable by diffe;ences in the
productivity of the products.

What is the effect of product differentiation upon
the price relationships in an industry? According to
Brennan:

. . . differentiation permits oligopolistic firms in

the same industry to charge different prices. For if
advertising, product design, and other selling activ-

11bid., p. 21.

-
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ities can persuade consumers that a certain brand has
advantages over others, the firm selling that brand
will be able to command a higher price. Slight price
differences can exist even under informal collusion;
the price leader sets his price and others set theirs
very close to it. The result is that there will be
not one equilibrium market price but an equilibrium
cluster of prices. Then changes in market demand, in
factor prices or technology that affect all firms in
the industry, will cause the entire cluster to rise
or fall. There remains, however, the tendency toward
price rigidity.?!
Although Brennan's conclusions about differing priceé are
given in terms of a differentiated oligopoly, they would
also apply to monopolistic competition.? Bain adds a
second possibility. In a differentiated market, there
may arise two distinct groups of sellers: one group which
enjoys a higher position in almost everyone's preference
patterns and a second group which is therefore forced to
compete by selling at lower prices.? The concept of one
or more clusters of prices is perfectly logical in terms
of Fellner's analysis. A cluster of prices would be a
natural offshoot of a quasi-bargaining approach among a

group of firms which have roughly similar approaches to the

. lMichael J. Brennan, Theory of Economic Statics
(Englewood Cliffs, New Jersey: Prentice-Hall, 1965),
Pp. 257-58.

2prennan has a rather low opinion (shared by this
author) of the practical usefulness of the concept of
monopolistic competition. See, ibid., pp. 266-67. For an

interesting retrospective view of monopolistic competition,
see George J. Stigler, The Organization of Industry
(Homewood, Illinois: Irwin, 1968), ppP. 309-21,

3gain, Industrial Organization, pp. 230-31.

’
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market (e.g., fairly similar degrees of product differen-
tiation). Multiple clusters could similarly occur when
there are two or more distinct groups of firms having
different approaches to the market. The quasi-agreements
in the latter case would occur both within and between

clusters.

2.6 The Condition of Entry

The third major element of market structure is the
condition of entry to the market. "Just as concentration
reflects the number of actual market rivals of a firm, so
the condition of entry tells the story of potential ri-
nl

vals. According.to Bain, who has written the classic

work in this area, "The condition of entry may be evaluated
by the extent to which established sellers can‘persistently
raise their prices above a competitive level without at-
tracting new firms to enter the industry."? The concept
of entry contains two distinct elements. "An addition to

industry capacity already in use, plus emergence of a firm

lcaves, American Industry, pp. 22-23.

2Joes S. Bain, Barriers to New Competition: Their
Character and Consequences in Manufacturing Industries
(Cambridge: Harvard University Press, 1956), p. 5. :
Stigler bases his definition upon costs instead. "A barrier
to entry may be defined as a cost of producing . . . which
must be borne by a firm which seeks to enter an industry but
is not borne by firms already in the industry." See,
Organization of Industry, pp. 67 ff.

v
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new to the industry, are . . . required.hl” The most sig-
nificant barriers to entry are: (1) absolute cost advan-
tages of established firms over potential entrant firms;
(2) product differentiation advantagés of established firms
over potential entrant firms; and (3) significant economies
of large-scale operation.?

Bain presents in tabular form an elaboration of the
above three points:

I. Typical circumstances giving rise to an abso-
lute cost advantage to established firms.

A. Control of production techniques by estab-
lished firms, via either patents or secrecy.
(Such control may permit exclusion of en-
trants from access to optimal techniques, or
alternatively the levying of a discrimina-
tory royalty charge for their use.)

B. Imperfections in the markets for hired
factors of production (e.g. labor, mater-
ials, etc.) which allow lower buying prices
to established firms; alternatively owner-
ship or control of strategic factor supplies
(e.g. resources) by established firms, which
permits either exclusion of entrants from
such supplies, driving entrants to use
inferior supplies, or discriminatory pricing
of supplies to them.

C. Significant limitations of the supplies of
productive factors in specific markets or
sub-markets for them, relative to the de-
mands of an efficient entrant firm. Then an
increment to entry will perceptibly increase

, factor prices.

D. Money-market conditions imposing higher
interest rates upon potential entrants than
upon established firms. (These conditions
are apparently more likely to be effective

11bid., p. 5.

. zIbid-' po 120
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as a source of advantage to established
firms as the absolute capital requirement
for an efficient entrant increases.)

II. Typical circumstances giving rise to a product
differentiation advantage to established firms.

A. The accumulative preference of buyers for
established brand names and company reputa-
tions, either generally or except for small
minorities of buyers.

B. Control of superior product designs by
established firms through patents, permit-
ting either exclusion of entrants from them
or the levying of discriminatory royalty
charges.

C. Ownership or contractural control by estab-
lished firms of favored distributive out-
lets, in situations where the supply of
further outlets is other than perfectly
elastic.

IIT. ical circumstances discouraging ent by sus-
' taining significant economies of the large-scale firm.

“A. Real economies (i.e. in termns of quantities
of factors used per unit of output) of
large-scale production and distribution such
that an optimal firm will supply a signifi-
cant share of the market.

B. Strictly pecuniary economies (i.e. monetary
economies only, such as those due to the
greater bargaining power of large buyers)
of large-scale production, having a similar
effect.

C. Real or strictly pecuniary economies of
large-scale advertising or other sales pro-
motion, having a similar effect.!

In reviewing the results of one of Bain's studies
which found that the liquor, cigarette, automobile, guality

fountain pen, and farm tractor industries had quite high

'Ibid., pp. 15-16.
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But, contrary to what you might expect, scale economies
explain none of the really high barriers. Here, pro-
duct differeniiation plays the leading role. The man
with the new and better mousetrap finds not the world
beating a path to his door, only the postman with
enormous bills from his advertising agency.!
In fact, Caves has the rather strong feeling that, except
in industries where the product is perfectly homogeneous,
product differentiation is the major source of barriers to
entry.? However, despite his comment above, this product
differentiation could arise from some source other than
advertising (e.g., product improvement through research and

development) .

2.7 Other Elements of Market Structure

Caves presents three additional elements of market
structure; the growth rate of market demand, the price
elasticity of market demand, and the ratio of fixed to
variable cost in the short run.‘ However, he does definitely
assign less importance to these three elements compared to
the three we have discussed.?

As to the effect of industry growth, Caves says the
following:

Firms in the fast-growing industry will see high pro-

fits in the offing if they increase their individual
shares of the market. Even if cutting the price or

1Ca‘ves,i‘Arn‘e‘rican Industry, p. 29.

. ?Ipid., p. 33.

3caves, American Industry, p. 16.

2
-
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raising the quality of the product sacrifices profits
this year, the returns from having a bigger share of
next year's bigger market may more than compensate
for this year's profit reduction. Firms in the fast-
growing industry are likely to be highly competitive
in their behavior.!

This analysis above is especially relevant to the
case of the differentiated oligopoly.

Again assuming a differentiated oligopoly, the
prospect for price competition is more promising in the
case where there is a tendency toward elasticity for indus-
try demand. In this case, cuts in price by individual
firms will tend to increase the demand for the industry as
a whole; therefore, increases in sales are not totally at
.the expense of other firms in the industry.?

A high ratio of fixed to variable costs in the
short run can exert a strong pressure for price cutting in
an effort to cover these fixed costs. In other words, if
the variable cost of producing an item is low, prices can

be reduced substantially below the long run-—acceptable

level and still provide some recovery of fixed cost.

2.8 Summary

Our purpose in Chapter II has been to review the
economic theory and the related institutional topics which

we need to establish our main hypothesis for the study.

11bid., p. 31l.
. ?1bid., p. 31l. .
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Therefore, we have concentrated on those factors which may
have some value in predicting the level of price competi-
tion in an industry. Obviously, many related topics have
been omitted such as the social implications of various
forms of industrial organization and a review of the mul-
titude of theoretical market models unrelated to this study.
The theory contained in these latter topics does not aid us
in achieving the objectives of the study.

In Chapter III, we will attempt, where possible, to
examine elements of market conduct. However, market con-
duct is, in general, an output of this study--not an input
to it. Many questions about market conduct cannot be
answered by this study alone; the answers to these questions
(e.g., is there collusion--either tacit or express—-in the
pricing policies over time?) will require avseries of such
studies performed over time.

This is the main body of theory contained in the

_study. Some additional areas of theory will be introduced
as they arise so that they can be tied more closely to the

related empirical observations.
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CHAPTER III
THE COMPUTER TIME-SHARING INDUSTRY

3.1 Introduction

We must now examine the structure of the computer
time-sharing industry in a search for clues which will
allow us to hypothesize the price relationéhips which might
exist in the light of the theory developed in Chapter II.
However, before examining the elements of structure, we
will look briefly at the history of the market, the pricing
structure which has evolved, and the buyer motivations and
alternatives. Then we examine the structure of the market
in detail and end the chapter by stating the basic hypoth-
esis of this study. |

3.2 A Brief History of the
Time-Sharing Market

The time-sharing market is quite young, being now
only in its fifth year. Even the very concept of computer
time-sharing is not much older. A British mathematician,
Christopher Strachey, is generally credited with being the
first to meaningfully advance the concept in a paper given
in 1959 at a UNESCO International Conference on Information

Processing.? The first brief demonstration was in November,

lp, James Glauthier, "Computer Time-Sharing: Its

53
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1961, at the M.I.T. Computation Center, and, by September
of 1962, Bolt, Beranek & Newman also had a primitive system
in operation.! In November of 1963, Project MAC? was estab-
lished at M.I.T. with a 3 million dollar annual budget
supplied by the Advanced Research Projects Agency.? Sys-
tems such as Project MAC--using IBM equipment--and a sub-
sequent project at Dartmouth--using GE equipment--provided
the early proving grounds for general purpose time-sharing
systens.

Although there were some tentative earlier offer-
ings, 1965 marked the real beginning of commercial computer
time-sharing. Among the early firms were KEYDATA; Bolt,
Beranek & Newman; IBM; and Computer Sciences Corxporation.
From 1965 on, growth was rapid; the cqncept had proven to

be commercially feasible.

Origins and Development," COMPUTERS and AUTOMATION, October,
1967, p. 24. :

l1pid., p. 24.

27he acronym MAC has been stated by various sources
as standing for multiple-access computer, machine-aided
cognition, and man and computer-—take your pick! An excel-
Tent description of Project MAC is given by R. M. Fano and
F. S. Corbato in "Time-sharing on Computers," Scientific

American, September, 1966, pp. 129-40.

3Jeremy Main, "Computer Time-Sharing--Everyman at
the Console," FORTUNE, August, 1967, p. 91.
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3.3 The Problem of Nominal vs.
Effective Prices

The time-sharing industry has developed a price
structure which makes price comparisons extremely difficult.
Computer time-sharing, like numerous other services, is
priced in terms of "producer effort" rather than in terms
of some actual accomplishment which the buyer might be able
to evaluate much more easily. For example, a physician
charges $10.00 for a visit or a business consultant charges
$100 per day, while a dry cleaner charges $1.50 to clean and
press a suit or a barber charges $3.00 for a haircut. <Com-
puter time-sharing is priced in a manner more like the
services of the physician or the consultant. The customer
may know the amount of effort to be expended in his behalf
while remaining very uncertain as to the benefit he will
receive from this expended efiort.

In the normal economic transaction (i.e., the mutu-
ally willing exchange of positive goods) , each party gives
a good and receives a good with his participation predicated
upon an expected gain in utility. In the typical time-
sharing transaction, there is no particular problem in ana-
lyzing the flow of goods from the buyer- to the seller--it is
money. The other flow of goods--from seller to buyer--is
the interesting one in this case.

The seller of time-shared computer facilities

usually prices his product in some way similar to the
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following:

1. A charge per hour for each hour that the buyer
is connected by telephone to the system (i.e.,
‘connect charge).

'2. A charge for each second that the computer's
central processing unit (CPU) actually works on
the buyers program (i.e., CPU charge).

3. A monthly charge for each unit of auxiliary
storage which the buyer's programs or data
files require (i.e., storage charge).

Some systems use a somewhat more complex pricing model, but
this will suffice for the example. The important thing to
realize here is that nothing is specified as to what the
seller's computer system can do in a connect hour or in a
CPU second. Further, there are no standards, formal or in-
formal, by which system performance is widely measured or
quoted.

This situation is further complicated because these

quoted prices/"unit" vary over such a wide range.! Connect

charges can range from nothing to $30 per hour, and CPU

lThe president of Remote Computing Corporation
delivered a rather scathing indictment of the current level
of sophistication employed in pricing by this industry.
His main point is that currently most firms have such
terrible data that they have no idea whether their prices
reflect costs. See Joseph T. Hootman, "The Pricing
‘Dilemma,™ DATAMATION, August, 1969, pp. 61-66.
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charges can range from nothing to $.50 per second.?

The buyer obviously does not really need connect
hours or CPU seconds; he needs the answers to specific
problems or the output of specific programs. The raw power
of the computer is strictly a means to an end for the
buyer. The buyer must somehow bridge this conceptual gap
between the seller's offerings and his own needs.

In this study, we will refer to these vendor price
structures as the "nominal" prices. These nominal prices
convey little information and serxve only as the input to
price analyses. We will refer to the calculated prices
(i.e., the results of our price analyses) as the "effective"

prices. These effective prices are our estimates of the

true selling price (and buyer cost) of computer time-

sharing. In Chapters IV and V, we will examine in detail
the analytical and experimental procedures necessary to

convert nominal prices to effective prices.

3.4 Buyers' Preferences and Alternatives

Before attempting to define the computer time-
sharing market, we will examine the motivations of time-
sharing buyers and the alternatives open to them.

There are two situations in which time-sharing is

the relatively unique answer to a buyer's needs: first, if

1“General Purpose Time-Sharing Survey," COMPUTER-
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there is a need for a very short turnaround time, and,

second, if there is a need for a significant level of inter-

action.!

If either of these needs are present, time-sharing
is the obvious answer. A large firm may then have the
alternative of setting up time-sharing on its own computer;
however, this alternative is not open to the firm which
needs some time-sharing but not enough to install its own
facilities.

The purchase of time-sharing can also be required if
a time-sharing firm has in its library a truly unique pro-—
gram or set of programs which a particular buyer needs. 1In
this case, the buyer's only alternative may be a massive,
extremely costly programming effort.

Much of the work which is done on time-sharing could
be done relatively easily using other methods. We are not
saying that time-sharing is not the best way to do it--just
that there is nothing making time-sharing a particularly
unique method in these cases. Some of the factors which
might motivate this type of buyer are:

1. a need for extra computer capacity on a tempor-
ary basis. Computers are quite "chunky" to
purchase and small increases in capacity are
usually inefficient to obtain.

2. a desire to avoid the managerial headaches

lgee Section 1.2 for elaboration.
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and/or start-up costs of operating an in-house
computer.

3. a need for occasional usage of large computer
facilities while satisfying routine needs upon
a small machine.

4. a desire to control costs more closely than is
currently possible for many firms since "unbund-
ling" has taken place.

5. An unwillingness to have financial commitments
in the computer area any longer than absolutely
necessary.

None of these above reasons are peculiar to time-sharing
only. For instance, the use of batch processing by a
service bureau would meet all of them moderately well. To
the extent that this is true, time-sharing must be cost-
competitive with the service bureau for that particular
application. If, of course, the unique talents of time-
sharing are required, the two alternatives must still be
cost-competitive; however, heavy economic costs are now
imposed upon the service bureau because of its shortcomings
in the particular application.

In general, the substitutes for commercial time-

sharing are:

1. Manual or semi-manual computations. This is

increasingly attractive in some applications
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as electronic calculators become more sophis-
ticated.
2. In-house processing, either batch or time-
shared.
3. Service bureau processing, either batch or xe-
mote batch.
The degree of cross price elasticity with respect to each
alternative can be determined only upon examination of the
particular application. Little if any work has been done

in this area.}

3.5 The Time-Sharing Market

The term computer time-sharing could have various
meanings to different readers. For purposes of this study,
commercial computer time-sharing firms will be defined as
those which deal primarily in interactive computer power
accessed through low speed remote terminals. The provision
of other services (e.g., remote batch processing) does not
eliminate a firm from consideration so long as its primary
aim is the sale of time-sharing.

In addition, only firms capable of servicing a

lsurprisingly little work has even been done on the
more basic question of evaluating the relative efficiencies
of batch processing and time-sharing for various applica-
tions. For an exception, see: Michael M. Gold, "Time-
Sharing and Batch Processing: 'An Experimental Comparison
of Their Values in a Problem-Solving Situation," Communica-
tions of the ACM, May, 1969, pp. 249-59.
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fairly broad segment of the market will be considered. -
There are some firms which specialize in accommodating users
whose demands are very minimal; these firms must be consid-
ered as being out of the market mainstream. In reality,
these firms constitute a sub-market of sorts and are seg-
mented from the main market by both economic and technical
factors. For example, they cannot accommodate many typical
sized programs or perform significant computational tasks in
reasonable times; however, they are extremely inexpensive
for the user who runs only small, short programs.

These restrictions are not especially stringent. 1In
fact, they would disqualify few firms which consider them-
selves to be in the commercial time-sharing market.

There is a real shortage of factual information
about the current time-sharing market. The primary reasons
are the relative newness of the industry, the lack of an
active and effective trade association, and the nature of
the firms. With respect to the latter, some of the firms
are divisions of large companies and their performance is
hidden in the maze of corporate accounting. On the other
hand, the smaller firms are often closely held and, there-
fore, are equally hard to analyze. Despite these problems,
informed observers have drawn some'cdnclusions about the
industry in general and some firms in particular.

To give some perspective to the time-sharing market,
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let us look at a few statistics for the computer industry
in general. The total computer industry--hardware, soft-
ware, and services--had sales of 10.1 billion dollars in
1969, a 17 per cent increase over 1968. The sales of major
computer equipment however remained at épproximately 7
billion dollars for both years; the growth actually occurred
in the service area, especially independent software
suppliers (66 per cent) and on-line computer services (67
per cent).?

A significant portion of the on-line computer sales
are in the area which we have defined as computer time-
sharing. Time-sharing sales have reached 150 million
dollars in just six years,? and projections of a 2 to 5
billion dollar market by the mid-1970's are common (though
perhaps optimistic). The exact number of firms sharing the
current market is anyone's guess, but it is probably well
in excess of 200 firms. In the March 25, 1970, issue of

COMPUTERWORLD, a weekly computing industry newspaper, a list

of 126 firms currently marketing time-sharing in the United
States was given with no claims made that the list was any-

where near exhaustive.?® No meaningful estimates are

lvTndustry Revenue Rises 17% to $10.1 Billiom in
1968," COMPUTERWORLD, March il, 1970, p. 41.

2prake Lundell, "Why the Shakeout?," COMPUTERWORLD,
March 18, 1970, p. 54. ,

3ngeneral Purpose Time-Sharing Survey," pp. S6-S8.
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available on the total number of buyers in the market.

3.6 Seller Concentration and
Other Seller Characteristics

The president of one of the larger independent!®
time-sharing companies, Robert F. Guise, Jr., of Com-Share,
Inc., gave the following estimates of approximate market

share during an interview:?

1968
Firm ¢ of Market
General Electric 40%
Service Bureau Corp.?® 17%
Next four firms 25%
Remaining fifty firms 18%
1969
Firm % of Market
General Electric 35%
Service Bureau Corp. 20%
Next six firms | 25%
Remaining seventy firms 20%

l7ime-sharing companies are said to be independent
when they are not affiliated with a computer manufacturer.

© 2phyllis Huggins, "Guise Reviews T/S User's Buying
Habits," COMPUTERWORLD, March 25, 1970, p. 49.

37he Service Bureau Corporation (SBC) is a wholly
owned subsidiary of IBM.
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These figures are not advanced here as fact; they may be
the result of very informal survey techniques. Neverthe-
less, they give some idea as to the distribution of market
shares in the industry.

A cursory examination of these market share figures
would seem to indicate a quite high degree of seller con-
centration since the leading two firms, GE and SBC, have 55
per cent of the nationwide market. Moreover 80 per cent of
all sales are accounted for by only eight firms.! However,
there is an important factor to be considered here; these
figures are for nationwide sales and do not necessarily
reflect the degree of concentration existing at local
levels. This market is somewhat similar to the beer market
in this respect. A few firms are nationwide marketers and
compete among themselves all over the country. At the same
time, they have many more competitors whe are only regional
in geographic scope.

In the time-sharing market, the two dominant firms,
GE and SBC, are nationwide competitors; however, in any
given geographic region, they have other competitors who
are less than national in scope. The difficulty of de-
fining a market is increased because the national market is

not divided into several precisely defined regional markets.

1Tn the computer market, seller concentration is
quite pronounced. IBM currently has approximately 70 per
cent of the sales in that market.
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Instead, the regional firms are based in numerous cities
and extend their geographic coverage in varied directions.

While the geographical patterns involved make the
precise definition of a market difficult, one industry
pricing policy makes it less necessary. Although communi-
cations costs are not inconsequentia;, the firms in this
industry price with a "freight absorption" policy. 1In
other words, wherever a firm elects'to market, it does so
at the same prices that it charges in all other areas in
which it markets.! The technical term for this is "zomne
pricing" with a single zone.? The effect upon our analysis
is to ease the necessity of having to precisely define the
market in geographic terms; however, the market must still
be precisely defined in any other sense.

Observations of and conversations with independent
sellers in this mérket do not indicate to the author that
these sellers feel constrained by the presence of the

"dominant" firms in their market. This is not true in the

lNote though that a buyer who wishes to buy but who
is located in an area in which the vendor does not normally
market pays the communication costs to the vendor's nearest
normal outlet.

2por a discussion of the price discrimination im-
plicit in zone pricing, see: Burns, Decline of Competition
chap. VI-VII; and Dudley F. Pegrum, Public Regulation of
Business (rev.ed.; Homewood, Illinois: Irwin, 1965),
chap. 9. A general conclusion of both is that this pricing
scheme may be socially desirable when local markets cannot
sustain efficient size plants. This is certainly the case
in the beginning stages of this industry.
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general computer market; there, the dominance of IBM is a
fact of life and everyone acts accordingly. A reasonable
statement would be that the time-sharing industry leaders
are respected but not overly feared.

The firms currently in the market seem to fall into
five general categories as far as their origin and orienta-
tion to the market is concerned:

1. Subsidiaries or divisions of major hardware
manufacturers. The time-sharing subsidiary can
serve as a "laboratory" as well as a means of
starting new customers on the parent's particu-
lar brand of equipment.

2. Service bureaus which have extended their tra-
ditional services to include this additional
item. Most of these firms can accommodate a
broad variety of customer computer needs.

3. Firms which have a specialized software package
and sell computer time-sharing as an implemen-
tation medium for this software. For example,
a firm might offer a management information
system or an engineering package in this manner.

4. .Firms which are primarily in other areas but

. which have idle computer time and/or specialized
software which they wish to sell.

5. The "normal" independent time-sharing firm
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established and operated with the primary aim

of selling time-shared computer time. Normally

such a firm has no particular "gimmick" but

relies instead upon the growing market.
Certainly some firms might be difficult to categorize
neatly; hpwever, the categories are of some help in under-
standing the behavior of particular firms under particular
stimuli. |

Guise, whom we quoted earlier, also makes four

interesting points which he labeled as survival essentials
for a time-sharing firm:?!

1. research and development in software predicated
upon a belief that the real future lies in the
sale of the system software as opposed to raw
computer power,

2. a strong marketing force as opposed to reliance
upon the customer's seéking and discovering .
your "better mousetrap,"

3. a nationwide capability since most sales are to
divisions of large firms rather than to small
businesses, and

4. +the provision of a reliable service aimed at

minimizing system "crashes" or periods of.

lHuggins, "Guise Reviews Buying Habits," p. 49.
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These four points may very well reflect the specific needs
of Com-Share in the pursuit of its particular goals; how-
ever, they probably are fairly representative of the ap-
proach that many time-sharing firms are taking toward the
market as they mature.

In summary, the overall picture is quite similar to
either Fellner's or Bain's models (see Sections 2.3 and 2.4)
of a few large firms with a healthy fringe of smaller firms.
Obviously, in this case, a "fringe" seller from a national
standpoint could actually be the dominant firm in its re-
gional market.

3.7 Buyer Concentration and
Other Buyer Characteristics

There is no evidence of significant buyer concen-
tration in the time-sharing market. In a particular local
market, there might be a few quite large buyers (e.g., a few
aerospace companies). However, even in large firms, time-
sharing is often purchased on a departmental basis rather
than through centralized purchasing. This occurs because
varying departmental needs might dictate the use of differ-
ent vendors. Also, there is evidence that the average
billing per customer is declining as the industry expands. -
GE is reported to have had its number of customers almost
double from 1968 to 1969, its revenues rise only by 30 per

cent, and its average billing fall from about $2000 to
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$1000.! All these are indicative of .lessening buyer con-
centration.

Some information is available on other character-
istics of the buyers of time-sharing. A survey conducted

among the readers of DATAMATION, a wide circulation journal

in the computer area, revealed the following information:

The five largest users of time-sharing by industry
(in order of descending use)

Aerospace
Petroleum
Electronics
Education
Chemical

The five smallest, separately listed users of time-
sharing (again in order of descending use)

Medical

Service Organizations
Finance

Food & Drink
Publishing

The most important usages of time-sharing (in de-
scending order)

Mathematical Computations
Statistical Analyses
Programming

Debugging of Programs
Simulation

Operations Research?

Another finding was that FORTRAN and BASIC are the most

important languages by far with FORTRAN slightly more

lrundell, "Why the Shakeout?,” p. 54.

. 2Bohdan 0. Szuprowicz, "The Time-Sharing Users:
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popular.®

Based upon these findings we can conclude that the
most important market to date for time-sharing has been
among technically trained users. This is indicated both by
the nature of the heavy-usage industries and by the nature
of the most common applications. This conclusion is sup-
ported by some of Guise's estimates. In 1968, time-sharing
usage was distributed as follows:

70 per cent of sales were in the scientific-

engineering market, of which 80% were to large

firms owning large in-house computers.

15 per cent of sales were to the academic community.

15 per cent of sales were to commercial type users.?
In early 1970, Guise still reported that 75 per cent of the
usage was the compilation or execution of user programs
while only 25 per cent was the execution of system—-provided
applications programs. He further stated that he expected
these perceﬁtages to eventually shift to 40-60 in the other
direction.?:

This industry has achieved its phenomenal growth by
concentrating on the technical market which was the easiest

market to penetrate. This market penetration was easier in

'1bid., p. 57.

. 2Robert F. Guise, Jr., "The '69 Time-Sharing Gold
Rush,"™ DATAMATION, August, 1969, p. 38.

3Huggins, "Guise Reviews Buying Habits," p. 49.
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the technical or scientific market for several reasons:
these customers have relatively heavy computing needs, they
have often been given mediocre service by in-house computing
centers, and they are often familiar with at least the rudi-
ments of computer programming. However, if the time-sharing
.industry is to sustain high growth rates, effective ways of
penetrating the less technical markets must be developed.
One factor that might help is the development of time~-
sharing terminals which are both cheaper and more efficient
for the non-scientific user to use.

3.8 Product Differentiation’
in the Time-Sharing Market

As we saw in Chapter II, the degree of product
differentiation existing in a market has significant impact
upon the degree of competition existing there. There is
some product differentiation present in virtually every
market--the question always is, to what degree? Let us
examine the potential sources of product differentiation in‘
this market: |

1. The basic product of this industry is computing

power and this is essentially a homogeneous
product. In other words, it is possible to get
the same output from any system'even though the
"costs of doing it may vary wideiy for a given

task. Each vendor, of course, does attempt to
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stress that his system possesses invaluable
features which makes it better than competitive
systems. Nevertheless, these are frills--not
the basic product.

2. Even in industrial markets, advertising can
create or support significant product differen-
‘tiation; however, in this market advertising
does not seem to be a potent force. One reason
perhaps for the quite limited use of advertising
could be the rather heterogeneous nature of the
buyers. There really is no single publication
or group of publications which can reach a high
number of prime sales prospects per dollar
spent. Also, if a firm is regional or less in
~geographic scope, this limits its potential
advertising media even more. At this time, the
limited advertising that is used generally aims
at promoting the concept of time~-sharing more
than advantages of the particular firm (i.e.,
primary rather than secondary advertising) .

3. A seemingly more significant factor is the gen-
eral image of the company, especially if it is
affiliated with a computer manufacturer. GE,
the leader in time-sharing sales, quite effec-

tively uses the point that there must be a
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reason why they are number one. This is the
same argument which IBM has used very success-—
fully for years in the general computer area.
Especially for the beginning buyer of time-
sharing, this affiliation with a known "name”
might be very important.

4., Every time-sharing company has a library of
programs which it stresses as being of fantastic
usefulness to the user. With some exceptions,
the value of the current library offerings of
most firms is quite doubtful. Here, the larger
firms do seem to have some edge, probably be-
cause both the developmental and documentation
costs for library programs can be spread over
a far wider base.!

5. Costs of changing vendors or contractual obli-
gations can both provide some barrier to rapid

buyer movement in the market. The contract

lphe development of software--especially sophisti-
cated software-—is a skill often more akin to an art than
a science. Consequently, the input of more dollars does
not always produce either a higher quality product or the
same product in less time. The economies of scale are
probably most predictable for the documentation aspect and
for simple developmental tasks. Edwin Mansfield discusses
the economies of scale in the general R & D area in The
Economics of Technological Change, (New York: Norton,
1968), chap. 3. Many of his comments on development ex-
penditures in general appear to be relevant to software
development also.
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factor is not too important since most contracts
require at most a thirty day notice of cancel-
lation. The costs of switching from one system
to another can be significant, however, for-the
unwary user. Depending to the degxee to which

a user has availed himself of the peculiarities
of his current system, he may find a substantial
reprogramming effort involved in converting from
one system to another.

A standard industry strategy seems to be to try
to offer a superset of your competitors' capa-
bilities thereby minimizing his effort in con-
verting to your system. Once he has converted,
encourage him to use many of your extended
capabilities, thereby discouraging his conver-
sion from your system.' Obviously, any moder-
ately intelligent customer falls for this ploy
just once. From that point on, he avoids any
system frills which might trap him.

6. A buyer's ignorance and inability to evaluate

larthur M. Rosenberg, "The Brave New World of Time-
Sharing Operating Systems," DATAMATION, August, 1969,
p. 47. This is an extension of Kenneth E. Boulding's
"principle of minimum differentiation" which states, "make
your product as like the existing products as you can with-
out destroying the differences." ' Economic Analysis:
Volume I - Microeconomics (4th. ed.; New York: Harper and
Row, 1966), p. 484. "
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the many conflicting claims may make him sus-
ceptible to irrelevant sales claims until he
pays his "tuition" in the market place. For
example, a large system library might seem
quite impressive to a buyer until he discovers
that the majority of his needs require that he
write his own programs.
Of all these factors, the last, buyer ignorance, may well
be the most important at this stage of the industry's
development. However, at any one time, there are only a
limited number of lambs in the market place awaiting shear-
ing.

One current shortcoming in the market is the lack
of a good wide-circulation publication dedicated to time-
sharing. Just as the lack of such a publication makes
advertising unproductive, it also makes the exchange of in-
formation among users difficult. At present, word-of-mouth
seems to be the most effective means of information flow.

To summarize, we see that the basié product, com-
puting power, can be modified in various ways so as to
appear'somewhat different to buyers. However, despite their
efforts, the vendors are not able to achieve the levels of
differentiation which are common in consumer markets. In‘
fact, there is only one actual barrier to buyer mobility--

the danger of a buyer being locked in by conversion
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costs.! Even this usually affects only a limited number

of buyers and is definitely a barrier of limited height.

3.9 The Condition of Entry
to the Time-Sharing Market

Entry to this market must be relatively easy since
there are certainly a lot of firms entering it. As indi-
cated earlier, the number of firms has increased from none
to over 200 in less than six years. Among'the more impor-
tant characteristics allowing this ease of entry are:

1. The capital investment necessary to launch a
respectable operation is well within reason,
especially in an area considered attractive
(but no longer "red hot¥) to investors. A
moderate scale operaﬁion could be started for
one million‘dollars and a shoestring operation
for ten to fifteen per cent of that.?

2. The technology, to date, has been rather easily
obtainable. As the technology becomes more
complex, this will no longer be so true.

* 3. The hardware and basic software are for sale to

l1an substantial number of buyers (especially, the
larger ones) employ on a regular basis the services of more
. than one vendor. Unfortunately, there are no good esti-
mates of this percentage. See Szuprowicz, "The Time-
Sharing Users," p. 58.

. 2For some examples, see "How the High-Fliers Take
Off," Business Week, November 22, 1969, pp. 112-16.
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anyone, and, in the case of slightly out-of-date
bu£ still adequate equipment, some real bargains
are available.

4. There are good Eotentiﬁl profits for the suc-
cessful company and fabulous potential profits
to. the individuals who found such a company.
Many companies, however, founded by brilliaﬁt
technical people, undergo some harrowing experi-
ences before learning some of the truths of the
business world.!

5. The industry is growing at a very rapid rate and
is currently able to absorb an expanding number
of firms.

At present, this is a market in which sellers are entering'
(and leaving) continually. Such ease of entry may not con-
tinué indefinitely; as the accumulation of proprietary tech-
nology by existing firms continues, new firms may find it
increasingly (and at some point prohibitively) expensive to
match the then-existing level of technology.

There is no doubt that the greatest source of com-

petitive pressure in this market is the ease of entry by new
firms. There is also no doubt that many of these firms have
no business entering the market and will not stay in it

long.

11bid., pp. 112-16
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3.10 Other Elements of
Market Structure

In Section 2.7, we saw that there are several other
elements of market structure whose presence tend to increase
competitive behavior in a market. If we have (1) a high
growth rate of market demand, (2) a high price elasticity
of market demand, or (3) a high ratio of fixed to variable
costs in the short run, we tend to have increased price
competition. In the time-sharing market, the first and
third of these factors are definitely present and the second
may well be.

We earlier discussed the rate of industry growth and
the general industry cost pattern.! The question of market
price elasticity is not quite so clearcut. To the author's
knowledge, no measurements of price elasticity have been
attempted in this market. However, we can examine the char-
acteristics.of the product and draw some approximate con-
clusiohs.

As we saw earlier, there are close substitutes
readily available for time-sharing when it is purchased for
use in many applications. Also, even when the unique cap-
abilities of time-sharing are needed (i.e., rapid turn-

around and interaction), there are still substitutes avail-

lactually, in Section 1.4, we discussed production
costs rather than total costs; however, development and
distribution costs would have quite high fixed portions
also. K

Reproduced with permission of the copyright owner. Further reproduction prohibited without permissionyw\w.manaraa.com



79

able in another sense—-many purchasers are'large enough to
set up their own systems.! On certain of its accounts, a
time-sharing firm may encounter greater competition from
the computer manufacturers than from other time-sharing
vendors.  The time-sharing area may well become one of the
most important areas of make-or-buy analysis for many firms.
The existence of (1) products which are close sub-
stitutes, and (2) alternate means of obtaining the same
product should cause a fairly elastic demand for computer
time-sharing. Therefore, all three of the elements men-
tioned earlier seem to be present to encourage vigorous

competition among time-sharing vendors.

3.11 The Hypothesis

We have examined the market structure rather thor-
oughly in accord with the theory contained in Chapter II.
Although most market variables cannot be precisely quan-
tified, we are still able to estimate approximate levels
and make inferences based upon our approximations.

We are definitely faced with analyzing a differ-
entiated oligopoly; the products are not perfectly homo-

geneous, nor is the number of vendors in any local market

. lanother alternative would be for buyers to form
co-operatives if the vendors collectively exerted monopoly
power and raised prices enough so that it was economically
attractive.: ;
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vendors are unnoticed by their competitors. However,

market entry has been quite easy to date, providing regional
competitors for the large nationwide marketers. Product
differentiation, while present, is not evident to the extent
it is in consumer markets; there is, for example, no in- |
tensive advertising of "brand names." Also, the relative
."youth“ of the industry (along with the horde of entrants)
has probably deterred the growth of stable relationships
among the competitors (e.g., collusion or price leadership) .
Games like this are difficult to play when the players keep
changing.

This market does not appear to correspond to any
existing “model“ because of its unusual geographic struc-
ture. While the few large firms could easily establish
quasi-agreements among themselves on the national level,
they compete for sales at the regional level both among
themselves and with the regional firms. Since all firms
maintain a single price in all their markets, the establish-
ment of quasi-agreements appears to be a fantastically com-
plex concept in this case. This is so even without taking
the continual change in "players" into account. One could
probably argue with some merit that the regional vendors
might even rely upon--rather than simply acquiesce to--lead-
ership by the large firms. This could be especially true if

the regional marketers had more faith in their technical
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skills than in their business skills. That is, they may be
relying upon the large firms to establish reasonable price
levels, policies, etc., more out of ‘ignorance than out of
any fear of economic reprisal by the larger firms. In fact,
a small regional firm might almost be accused of corporate
paranoia if it feared that it would cause a change in GE's
national price level. To the author, it seems reasonable
to suppose that the regional firms tend to compete rather
vigorously just under the "umbrella"™ of the national price
level established by-the major firms.

A major factor allowing this study to be made is
that we are not dealing with a consumer product. There are
three factors which make computer time—éharing more suit-
able for analysis than a consumer product (e.g., the
services of a physician).

1. Time-sharing is sold at present to firms rather
than to individuals. Hopefully, the prime con-
sideration of these firms in vendor selection
'is getting the "most" for their money. This is
in contrast to the consumer marke£ where highly
subjective considerations (e.g., status) make
analysis very difficult.

2. Much of the usage of time-sharing to date has
been by scientific or semi-scientific users;

these are people who should be quite capable of
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some basic quantitative comparisons.

3. This "product" does lend itself to testing,
even though iliorough testing is not easy or
simple.

None of these three factors would be similarly present in
the case of most consumer products. We are saying in
essence that the buyers in this market should be both
motivated and able to "strip away" meaningless product
differentiation and to evaluate the product on the basis of
its actual productive capability.

Our basic approach in this study will be to assume
that we do have a market structure in which price competi-
tion exists, hypothesize equality of effective prices be-
tween vendors, and test this hypothesis. However, rather
than stopping there if the hypothesis is not accepted, we
will relax our assumptions of no product differentiation
and re-examine our results.

Our first problem then is the determination of
whether the differences in nominal prices actually reflect
the differences in vendor performance potentials so that
the actual costs to the buyer ofvperforming similar tasks
are equalized from system to system. If the actual costs
(and, therefore, effective prices) are fairly equal, then

evidently this is a fairly competitive market with little
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product differentiation present.! The null hypothesis can

then be stated as follows:
Time-sharing services are sold to an economically
‘motivated and analytically sophisticated group of
customers in a market which is apparently fairly
competitive; therefore, the apparent disparities
present in the nominal prices are equalized by
differences in performance such that effective
prices are equalized.

The alternative hypothesis then becomes:
Conditions in the market place are such that dis-
tinct product differentiation can and does exist
as manifested by significantly different effective
prices being charged to accomplish -the same tasks

with a similar level of performance.

3.12 Summary

Computer time-sharing is a young, technical industry
which is experiencing tremendous growth. The current indus-
try pricing structure is complex and definitely nominal.

The question is whether the buyers are sophisticated enough

1A finding of equal costs could of course support
other conclusions such as price fixing or price leadership;
however, neither of these seem as reasonable in light of
the newness of the industry and the ease of entry, as
mentioned earlier. The question of market conduct will
only be answered with successive studies over time.
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tive prices to equality.
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CHAPTER IV

THE STRUCTURE OF INDUSTRY PRICES

4.1 Introduction

As our first step in developing a methodology for
converting nominal prices to effective prices, we will
carefully examine the structure of nominal prices in the
time-sharing industry. This step is necessary to provide
a framework for the subsequent steps of sampling and statis-
tical analysis.

In order to align our terminology with that commonly
used in the industry, we will refer to the vendor prices as
“charges" but will use the term "costs" to cover any other
buyer costs (implicit or opportunity) .

First, we must identify the various component
charges (and other costs) and, then, incorporate the rele-
vant ones into our analysis. These cost components can be
separated into four main areas:

1. running charges

2. storage charges

3. 1labor costs

4. other costs or.charges

We will start by examining these four areas in turn.

85
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4.2 Running Charges

A simple and widely used structure for time-sharing
charges is made up of just three elements: connect charges,
central processing unit (CPU) charges, and storage charges.
Storage charges will be examined later. The charges for
doing something on the system (i.e., performing some task)
are based on just the first two charge eslements. Connect
charges are the charges for the time the customer is con-
nected by telephone to the system. These charges are nor-
mally expressed on a per hour basis and are often in the $5
to $15 per hour range. CPU charges are the charges for the
amount of central processing unit time used by the customer.
CPU charges are usually quoted on either a per second or a
per minute basis and are often in the $.03 to $.20 per
second range. The ranges in both charges are a function of
numerous factors such as:

1. the raw speed of the computer used,

2. the efficiency of the software used,

3. the number of users the system can (or is

| allowed to) simultaneously service, and

4. the type of customer which the vendor may wish

to encourage
This list is not exhaustive; however, it does give some idea
of the complex factors which vendors must consider in set-

ting prices.
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some vendors do not consider this basic charge
structure to be adequate'for their needs; therefore they
modify it in various ways. However, the one factor that is
nearly always present is the connect charge. Unless a sig-
nificant connect charge is imposed, a customer has no eco-
nomic incentive to disconnect from the system and allow
access by other customers. To achieve reasonable utiliza-
tion levels, the typical time-sharing service must have many
more customers than it has access "ports" to its system,
since many customers will only wish to use the system a
portion of the day. Therefore, the connect charge performs
the function of rationing access ports among the users.
Although this connect charge is almost always present, it
can vary considerably from firm to firm.

One method of altering the charge structure is to
retain the concept of only two running charges but to make
one of the "time"™ units--normally the CPU time--more com-
plex. The basic processing (CPU) time for a task can be
modified to reflect factors such as the amount of memory
required by the task, the number of times the task accesses
auxiliary memory, the use of proprietary system programs,
or any other specialized factor which the vendor may wish
to include. The name of such an adjusted time unit may or
may not reflect what it includes. For the purposes of this

model, we can simply accept any such unit as the processing
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time. How the accounting system arrives at it, to a large
extent, is immaterial.?l

An additional (third) charge which is occasionally
'encountgred is an input/output (I/0) charge which can refer
to either the input/output transmitted back and forth over
the telephone line or to the input/output between the cen-
tral processing unit and the auxiliary memory units. Again,
regardless of the source of the charge, it simply repre-
sents an additional charge element for running a program.

The total charge for running a program is the sum
of connect charge, the processor charge, and the input/out-
put charge. On a given system, any (but not all) of the
three costs may be omitted from the system charge structure.

We can now describe the concept of running charges
in symbolic terms. For our purposes, we will describe these
charges in terms of performing some particular task upon
some particular system where the term "system" is defined as
a given cémputer language upon a given vendor's time-shared
computer. Therefore, a single vendor could conceivably
have many systems, but the normal number will be two as we
will see later. To aid us in identifying the particular
charge elements, we will use the following system of sub-

scripts.

lconversations with many users have' led the author
to the general conclusion that customers are concerned with
the "what" and not the "how" or "why" of system charges.
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Let:
¢ denote an alphabetic variable (i.e., A, B,
‘C, .« . . Z) used to identify a particular
systen,

i denote the identifying number of some
particular task, and

j denote the replication number' (e.g., the
second performance of task i on system o).

Using these subscripts, we can now define the individual
elements of the running charges.
Let:
Rcaij denote the total running gharges fo;
system o to perform task i for the J

time,

‘ccai' denote the connect charge for system o
I to perform task i for the jJ time,

PCqis denote the central processor (CPU)
charge for system o to perform task i
for the jth time, and
chij denote the input/output charge for-
system a to perform task i for the jth
tine.
Therefore, to determine the total running charges for per-

forming the ith task for the j'B time on system o, we have:

However, there are other elements of cost to using a system

besides running costs; therefore, we will now incorporate

, lThe term "replication” is normally used to describe
repeated performances of the same experiment to obtain
average values.
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these additional costs.

4.3 Storage Charges

Storage charges are imposed for the storage of the
user's library which is comprised of programs and/or data
files. This library resides in the system's auxiliary
memory units which are usually magnetic disc or drum units.
This ability to store information frees the user from
having to enter his program or data every time he wishes to
use the system. Instead, the user can easily recall pre-
viously stored information from his library. The choice of
what to store and how long to store it lies with the user.

The charges for storage can be somewhat confusing
since there is considerable variety in the way they are
quoted. For example, charges can be based upon the maximum
storage space used during a month or upon the average of a
number of "readings" made during the month. Unless the
size of the user's library is virtually fixed, the average
basis is certainly better for him (assuming the same rate
per amount of space). Another possible source of confusion
is the concept of the "unit" of .storage. This unit is the
smallest block of library space which the system can allo-
cate. If any part of a unit is used, the entire unit is
automatically used. Suppose, therefore, that we have two
time-sharing services, A and B, which both quote a nominal

storage rate of $1.00 per 1000 characters per month.
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However, the true rate for A might be $.80 per 800 charac-
ters per month (i.e., unit size is 800 characters), while
the true rate for B might be $.60 per 600 characters per
month (i.e., unit size is 600 characters). To store a

2500 character program for a month would cost $3.20 (4 units
at $.80 per unit) on system A and $3.00 (5 units at $.60 per.
unit) on system B. The general rule is that, for any given
nominal rate per character, a smaller unit size is better
for the customer.

Comparisons of storage costs can become quite com-
plex if services are compared which have different costs
per character, different unit sizes, and differing methods
of recording usage (average vs. maximum). One other com-
plicating factor could be the inclusion of some "free"
storage in the base contract. We will handle these details
in Chapter V; for the moment, we will assume that we can
determine the storage charge associated with performing a
particular task.

Following the subscripting conventions described
earlier, we can now incorporate storage costs into our
model. '

Let:

SC.

aij denote the storage costs associated with

performing task i for the jtP time on
systenm a.

We have now examined all of the major cost elements;
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however, we should make some provision for possible miscel-

laneous costs.

4.4 Miscellaneous Charges

There are many types of minor charges which various
systems might have. For example, there can be charges for
extra account numbers, changing passwords,1 or special
billing arrangements. These charges are rather unimportant
and, in fact, are normally instituted by the vendor solely
to discourage abuse. There are, however, two other types
of charges which we should examine. One is the initiation
charge and the other is the monthly minimum charge.

The service initiation charge is a one-time charge
and is generally $100 or less.? Many firms do not have this
charge at all. It is also quite probable that most vendors
having the charge would not lose a prospective good account
(i.e., substantial billings) by insisting upon this charge.
Regardless of this, it is relatively unimportant in the
sense that a $100 initiation charge would have declined to
an $8.33 average monthly cost after only one year.

A monthly minimum charge is imposed by a portion of

1A password, as its name implies, is the user's key
to accessing the time-sharing system. If his password be-
comes too widely known (or if he forgets it), a new pass-
word must be established.

. 2"General-Purpose Time-Sharing Survey."
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the firms and is typically $100 per month.! For many users,
.this cost is not too relevant since it is a minimum and not
a "cover charge." As previous.y mentioned (Sec. 1.4), GE's
average billing after a sharp decline is still about $10Q0
per month. Certainly, the presence of a minimum could
affect the very light user; however, most time-sharing
services seem increasingly uninterested in obtaining or
maintaining very low volume accounts.? Many of the costs
of selling and servicing a customer are similar if he buys
$50 or $1000 worth of time-sharing per month. Again, for
the purposes of this study we will ignore the minimum,
assuming that it is not conduct-determining for the typical
user.

Despite the above downgrading of the importance of
various miscellaneous charges to this study, we should
still have a provision for incorporating them into our
analysis just in case some unforeseen factors might arise
during the course of the experiment. Therefore, we will

Let:

Mcaij denote the miscellaneous charges asso-

ciated with performing task i for the
jth time on system a.

11bid.
. 2prake Lundell, “GE's Information Systems De-

Emphasizes Time-Sharing Services for Small User," COMPUTER-
WORLD, April 22, 1970, p. 1.
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4.5 Total System Charges

We have now examined all the sources of vendor
charges for time-sharing services. The total charges by
the vendor are the sum of running charges, storage charges,
and miscellaneous charges. Or, if we

Let:

Dcaij denote the total charges by system o to
perform task i for the jth time,

then

Dcaij = Rcaij + Scaij + Mcaij

4.6 Labor Costs

We must now examine those costs imposed upon the
time-sharing buyer which are in addition to the charges
actually billed by the system. We are however only con-
cerned with charges which would vary according to the sys-
tem used. For example, a time-sharing buyer must pay for a
terminal regardless of the system he uses; however, we would
be concerned with this terminal cost only if it varied from
system to system.

The prime example of an "additional" cost which
varies from system to system is the labor cost of the system -
user. This user is the person who actually sits at the
terminal during the time the computer is being used. His
B ' labor costs are significant in this study to the extent that

using different time-sharing systems causes labor cost
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F

differentials to exist. The minimum labor cost to perform
a task on time-sharing must be accepted as soon as the
decision is made to use time-sharing. What must be con-
sidered in system comparisons is the cost of the extra
labor required by any system other than the "fastest" one.
In other words, this is a surcharge applied to differential
connect times.

It is conceivable in some cases that a longer wait
(especially if its duration is predictable) should actually
bear a lesser cost than a shorter wait; ag employee might
productively use a longer wait but not a shorter one. As
we will see later, the design of the experiment rather
eliminates this assumption from our analysis.

The labor cost for waiting is based upon the excess
average connect time of a particular system compared to the
lowest average connect time for any system. That is, if we

Let:

LCoi 5 denote the labor cost of the extra
waiting imposed by system a 1in per-
forming task i for the jtB time,

then

LCqij = WC(tgij - minimum tj5)

where:

WC denotes the labor cost/unit of time spent

waiting (this is constant for any given
user) ,
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taij denotes the connect time necessary to
perform. task i for the jth time on
system o,

and
minimum t:: denotes the lowest connect time

1 necessary to perform task i for
the jth time on any system.

Note that while the previous charges we have discussed have

been explicit dollar charges by vendors, Lcai represents

J
an opportunity cost which is hidden in the customer's total

labor costs. This, of course, does not make Lcai' any less

J
real, only less apparent.

There may be some other minor implicit costs which
vary from system to system but the author has not been able
to identify them as such. Also, any other such costs would
probably be highly subjective as opposed to the labor costs

which we can incorporate into our analysis with reasonable

ease and accuracy.

4.7 Total Buyer Costs

We can now incorporate all the elements into our
structure and obtain an expression for the total.costs to
the buyer, remembering however that we only have "total"
costs in our limited sense (i.e., total system charges plus
any additional costs that vary with the system used) . If we

Let:

denote the total cost of performing task

TCaij . .
i for the j time on system o,
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then

where Dcaij and Wcaij refer to the system charges and labor
costs as previously defined.

If we perform each of the i tasks m times,

then
- C 1
TCoi = @ :_ - TCaij
J=4

where

TC,; denotes the average cost of performing
task i on system a for m times.

Furthermore, if we perform a total set of n tasks,

then
1 n_
TCqy . = ; Z TChi
i=1
whe%e

TC, denotes the average cost of performing all
n tasks on system a.

4.8 The Null Hypothesis Restated

The null hypothesis (Section 3.1l), stated in terms
of our economic model, is that effective prices in the
market place are equal despite the wide variations in nomi-
nal prices. To test this hypothesis, we must compare the
costs to the user of performing a typical set of tasks on
various systems. Therefore the null hypothesis, stated in

terms of our analysis, is that the average ,total cost of
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performing a set of n preselected, typical time-sharing

tasks is equal from system to system. That is,

TC, =TC, =TC, = . - . =T,

This restatement provides the link between the null hypoth-
esis of our study and the empirical analysis of Chapters V-

and VI.

4.9 Summary

We have now examined the various cost components of

using a particular time-sharing system, including both the

vendor charges and the opportunity costs of waiting. We
have also integrated these various buyer costs into a
single framework. The hypothesis of cost equality has also
been restated in terms of this framework. The next step is
to define the parameters and procedures of a suitable

experiment so that the hypothesis can be empirically tested.
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CHAPTER V

THE DESIGN OF THE EXPERIMENT

5.1 Introduction

Having examined the pricing structure.of the time-
sharing industry, we must now examine the design of the
experiment which was used to gather data for the statistical
analyses. The design of any experiment usually involves a
compromise between theoretical and pragmatié1 considera-
tions, and this experiment was no exception as we will see.
First, let us enumerate the general steps in the design
problem and, then, examine each step in detail.

The first step was the development of a reasonable
unit of time-sharing product (i.e., a set of standardized
tasks) as viewed from the standpoint of a "typical" user.
After the concept of the product was developed, uniform
procedures were developed for measuring the relative costs
of obtaining the unit of product on various systems. Once
these testing procedures were developed, the systems to be
tested were selected, and, finally, the necessary system

measurements were made. We will now examine each of these

lThe pragmatic considerations in experimental de-
sign are usually problems of economics; however, there can
be physical problems such as constraints on time or subject
availability.

99
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steps in turn.

5.2 A Unit of the Product

In the time-sharing industry, it is impossible to
construct a definition (i.e., unit of measurement) of the

product which is both simple and useful. The vendors are

selling time-units of computing power (which vary in qual-
ity from vendor to vendor)., while the buyers are purchasing
computer power relative to their needs (i.e., problem
solving ability). There are, therefore, two main sources
of confusion facing a buyer. First, there is the .problem
of framing his needs in terms of any vendor's product.
Even if this were possible (without testing), the problem
of converting the units of one vendor to those of other
vendors would still remain. The confusion is accentuated
by several additional factors. First, system performance
is a function of both the hardware and the software.!

* Pherefore, two services using essentially identical hard-
ware but different proprietary software could have totally
different performance patterns relative to the needs of a

particular buyer. Secondly, there are a number of

lphe terms "hardware" and "software" are widely
used to denote the difference between the physical machine
and the programs and other support necessary to use the
machine. 1In addition, software is termed "proprietary" if
it is protected by the developing company rather than being
put in the public domain. The general trend is toward more
proprietary software. '
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subjective factors which may or may not be important to a
particular buyer. These include library programs, educa-
tional offerings, systems engineering support, and system
reliability.?

The only technique currently available to combat
this complex decision problem is the actual measurement
of performance needs and characteristics by trials performed
on the systems of various vendors. In the time-sharing
industry, these performance (and cost) tests are known as
"benchmark" tests. The buyer is hoping, of course, that
his benchmark tests will locate the time-sharing system
which has the lowest effective prices.

When a particular buyer performs benchmark tests,
the tasks which he chooses as his benchmarks are (hopefully)
a representative cross section of his time-sharing needs.
In this study, the problem is one of wider scope. Here, the
tasks must be representative of the géneral needs of most
time-sharing purchasers, not just the -particular needs of a
single user. |

Fortunately, this task is not quite as difficult as
it first seems. Time-sharing users who might be quite

different in some ways can be quite similar in their demands

lpor a fairly comprehensive checklist of these sub-
jective considerations, see Alan G. Hammersmith, “Selecting
a Vendor of Time-Shared Computer Services," ' COMPUTERS and
AUTOMATION, October, 1968, p. 21.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permissionyw\w.manaraa.com



102

upon the capabilities of a time-sharing system (even if
their tasks also seem different). For example, an engineer
running his stress analysis program and a psychologist run-
ning his factor analysis program could use very similar
blends éf time-sharing system resources. In other words,
both might use about the same relative amounts of connect
time, CPU time, and storage on their seemingly dissimilar
tasks. In contrast, for example, someone using a system
for accounting work might use large amounts of connect time
and large amounts of storage but almost no CPU time. There-

fore, a set of tasks had to be chosen which would typify the

blends of demands which typical users impose upon their

time-sharing system.

The choice of the set of representative tasks for
this study was rather subjective; various objective factors
were considered, but there are (and can be) no quantitative
measures which can neatly choose a good package of tasks.
For this study, nine separate tasks were chosen. NoO par-
ticular significance is attached to the number nine; this
merely happened to be the number of tasks which evolved as
being necessary to encompass the desired tests of system
capabilities based upon the author's experience.

Tasks 1 through 6 ére programs written especially
for this study to test isolated system characteristics

(e.g., compute only Vs. compute interrupted by output).
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Tasks 7 through 9 are programs which were adapted for this

study, and they represent typical productive programs for

numerous types of users. These programs and their individ-

ual characteristics are as follows:'®

Task #1 - 100,000 integer additions with no input

and little output. Integer addition was
chosen because it is commonly used as a
test of raw machine speed.

Task #2

the same 100,000 additions as Task #1;

however, once every 2,000 additions (i.e.,

50 times) it prints the following: "THIS

IS LINE NUMBER n." There is no input.

Task #3 - the same 50 print lines as Task #2 but
without the 100,000 additions.

Task #4 - 50 requests to the user to input a number
at the terminal. After each input, the
svstem prints, "THIS IS LINE NUMBER n,"
and requests another input.? |

Task #5 - the same 50 requests to the user as in

Task #4; however, the lines of output are -

omitted.

lgee Appendix I for listing of the BASIC versions
of all nine programs.

2mpasks #4, #5, #7, and #8 are interactive with the

person executing them. These introduce special procedural
problems which are discussed in Section 5.3
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Task #6 - a test of the speed of the system in
handling the mathematical functions in
the language. The program evaluates
10,000 times the following expression:?!

LET X = ABS(SIN(INT(SQR(100*RND(0)))))
This expression (which has no practical
application) finds the absolute value of
the sine of the integer part of the
square root of decimal random numbers
between 0 and 100. - Every 1,000th result
is printed.

Task #7 - a Monte Carlo simulation of a single
queue-single station gueuing model. The
program performs 1,000 simulations and
prints, at intervals of 100 simulations,
the current and cumulative averages for
number of arrivals, waiting time, queue
length, service time, and facility utili-
zation. The input of the required para-
meters is requested from the user, item
by item, tﬂrough the terminal. These

parameters include the probability

lThis is the BASIC language version. The FORTRAN
version performs the same sequence of operations but is
slightly different in appearance because of the syntactical
differences in the two languages.
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Task #9 -
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distributions for demand and lead time,
the length of the simulation period, and
the desired number of simulations.!

a linear programming program which leads
the user interactively through the con-
straint and objective function input.

The program produces the maximized or
minimized value of the objective function
and, also, the identity and quantity of
each of the variables included in the
final solution. The user is then able to
modify any selected input value and obtain
new results. In this study, a sample
problem of fifteen variables and eight
constraints was solved with one modified
version being solved also.

a regression analysis which can handle up
to forty observations of each of two to
five variables (one dependent and one to
four independent). This data is entered

from a data file? in the system auxiliary

lsamples of the input and output for Tasks #7, #8,
and $9 are shown in Appendix II.

. 2phe data is placed into this data file by another
program which is not part of the test package.
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storage rather than through the terminal.
The program then performs simple regres-
sions, tests for autocorrelation, per-
forms a multiple regression, computes
simple parabolic regressions, and, final-
ly, examines the simple linear inter- -
correlations. In addition to merely
computing the above statistics, the
program generates numerous standard
deviations and error estimates for these
statistics. For this study, a data set
consisting of twenty observations of each
of four variables was used.
Any of the latter three programs could be used in either
exact or modified form by many users of time-sharing. In
fact, the linear programming and regression programs are
similar to programs often found in system 1ibr§;ies.
The general characteristics of the selected nine
tasks described above are as follows:
1. The tasks were weighted toward both the types
of users and usages outlined in Section 3.7
(i.e., scienﬁific type tasks).

2. Every task can be performed, without significant

" re-programming, on most current time-sharing

systems. This restriction was necessary to

Reproduced with permission of the copyright owner. Further reproduction prohibited without permissionyw\w.manaraa.com



107

insure that the tasks remained constant from
system to system. The only programming changes
allowed were those necessary to adapt to trivial
-differences in syntactical requirements from
system to system.! In other words, no differ-
ences were allowed in either the number or type
of instructions includéd in the prograns.

3. The tasks are all written in both of the two
most common time-sharing computer languages,
BASIC and FORTRAN.

4. The three tasks involving relatively long pro-
grams were all adapted from programs briginally
written by others in order that a varied assort-
ment of personal programming techniques might be
included.

5. All tasks were defined to include compilation
and execution although most systems allow the

storage of executable code.? The inclusion of

11t was a quite time-consuming task to establish a
core of capabilities which were common to all systems. No
program could be allowed to reflect any peculiarities of
the systems upon which it was originally developed.

2No computer, time-shared or otherwise, can direct-
ly execute a program written in anything but numeric codes.
To execute a program written in FORTRAN or BASIC, there
must be an intermediate step to translate the program to
executable code. If a system allows the storage of execut-
able code, the intermediate step can be omitted on sub-
sequent executions.
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compilation for each execution was designed to
reflect the importance of programming and de-
bugging as a time-sharing usage (see Section
3.7) .

6. The running times of the tasks were balanced
(i.e., set at general levels) such that no
ridiculous extremes should be encountered
(e.g., running in either no time or several
hours) from system to system.

_7. Four of the nine tasks were made moderately-
to-highly interactive. This reflects the fact
that interactivity between the user and the
computer is one of the basic advantages of
time-sharing (see Section 1.3).

In the final analysis,'the'ggggg composition of the tasks
was based upon the author's extensive personal experiences
with time-sharing and upon his countless conversations with
both users and vendors.!

This package of nine programs was designed to
impose a broad range of physical demands upon a system.
Breadth in testing is necessary to insure that no system is
able to appear attractive in a few tested areas at the

expense of other areas which might not be tested. Although

1The development, conversion, preliminary timing,
and balancing of the nine test programs regquired an esti-
mated $3,000 worth of computer time.
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the test package is broad in a total sense, the emphasis
was still placed upon the needs of scientific type users.
Of the nine tasks, six are quite representative of the
types of programs commonly performed by the scientific
user.

5.3 Establishing the
Testing Procedures

Once the mix of test programs was selected, the next
step was the development 6f testing procedures. We will
examine these procedures and the reasons, both theoretical
and pragmatic, behind each.

One constraining factor in all phases of the experi-
mental design was that this was not a funded study:; there-
fore, the computer time necessary to conduct these exper-
iments had to be obtained without charge from the firms in
the industrf.‘ Access to any system was normally available
for a few days only, and there was an implicit obligation
not to abuse the privilege of access.

One major decision was that each of the nine tasks
should be performed three times (i.e., three replications
of the experiment). The number three represents a definite
compromise. More replications should produce better esti~-
mates of the average charges but would also increase tﬁe

total cost of testing (i.e., the imposition upon the
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vendors).1 Preliminary testing indicated that three rep-
lications was a reasonable compromise between accuracy and
cost. For example, one such test showed that the sample
means of samples of size one averaged approximately 5.6%
error relative to the "true" mean; samples of size two, -
3.7% error; samples of size three, 2.8% error; and samples
of size four, 2.3% error. The "true" mean was determined
in this case by running the same program‘ten times. Al-
though the marginal accuracy declined rapidly as shown
above, each additional replication still increased the
-imposition upon the vendor by approximately $30 to $40
worth of computer time. Therefore, the author decided that
three replications were necessary and justifiable but that
more than three were not of sufficient benefit to fhe study
to warrant the marginal imposition.

Once the decision of three replications was made,
some schedule had to be devised for performing the 27 tasks
(i.é., three replications of nine tasks). 1In line with
common design practice, it was decided to randomize the
order of performance on each system. Therefore, random
testing orders were generated using a time-shared’computer

program. However, some additional decisions were also

lBasic sampling theory tells us that increases in
sample size lead to less than linear increases in accuracy:
however, changes in sample size do tend to increase testing
costs linearly as they would in this case.
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necessary to provide input to this scheduling program.

° Since there is a definite pattern of time-sharing
usage over thé daytime period, the times for testing had to
be considered. A system's performance (and, therefore, its
charges) can vary considerably according to the load upon
the system. Connect time is especially sensitive to system
load on cerﬁain types of tasks. A typical usage pattern,?
as shown in Figure 5.1, has peaks at approximately 11 a.m.
and 3 p.m. daily. To create time schedules, two things
were necessary: the starting time which was set at 9 a.m.,
and estimates of testing time for each program. Based upon
some trials, the testing times were set at five minutes for
tasks #1, #2, #3, #5, and #6; ten minutes for task #4; and
twenty minutes for tasks #7, #8, and #9. These times were

intended to be ample in most cases thereby ‘allowing slack

in the schedule to meet emergencies. Using these assump-
tions, testing schedules such as the example shown in
Appendix III were generated for each system. Note that the
determination of charges or'costs was in no way based upon
the amount of slack time. Slack time was included only so
that all the tasks (which required differing times from

system to system) would be performed in the same total time

lThese patterns are discussed by Szuprowicz in
"pime-Sharing Users," p. 58. One interesting sidelight to
these usage patterns is that they indicate that East-West
expansion for a firm is preferable to North-South expansion,
all other things equal.

1

1 {
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FIGURE 5.1

TYPICAL TIME-SHARING USAGE PATTERN
BY TIME OF DAY
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Source: Szuprowicz, "Time-Sharing Users," p. 58.
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span.

During the testing, the procedure was to execute
each task as scheduled if possible. If for any reasons the
testing fell behind schedule, testing was continued without
any delays (i.e., utilizing the scheduled slack time) until
the normal schedule could be resumed. Very little trouble
was encountered in keeping reasonably close to schedule
because the original time allowances were sufficiently
generous. Some deviations did occasionally occur usually
because of either temporary system failure or a particular
program exceeding its time allotment.

some of the data was obtained from information pro-
vided by the system. Processing times, I/O times, and
storage units were all obtained in this way. Connect times
for the tasks were measured to the nearest second by stop-
watch.

The measurement of connect times did pose a poten-
tial problem in one sense. On programs which are inter-
active, the problem arises of standardizing the user's
reaction time to system requests for input. This time
which the system spends waiting for the user to answer is
often called "think" time as opposed to "response" time

which is the time which the user spends waiting for the
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system.1 To make valid comparisons between systems, think
time must be kept relatively constant since variations in
think time represent variations in the performance of the
user, not the system. In this study, the same input data
was always used for a task, and it was always entered as
quickly as the system requested it. Any experimental error
arising from this source was negligible.

In summary, each of the nine tasks was performed
three times in randomized order on each system following
similar schedules. Standardized testing procedures were
used in an attempt to minimize or randomize the potential
sources of experimental error such as times of day or
varying think times. Any experimental error should rep-

resent actual deviations in system performance.

5

5.4  Selecting the Systems

The problem of system selection was really a prob-
iem of vendor selection. The six vendcrs selected each
provided two systems sincé all of the vendors had both
FORTRAN and BASIC systems which were acceptable.

Several factors were considered before selecting
the six vendors actually tested:

1. The two dominant vendors in the time-sharing

 1alan Lee Scherr presents these and other more tech-
nical concepts of interactive computing in An Analysis of
Time-Shared Computer Systems, M.I.T. Press, 1967, pp. 4-9.
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market, General Electric and the Service Bureau
Corp., had to be included since they share over
50 per cent of the national market (see Section
3.6). |

2. Each vendor had to be servicing the Cincinnati
area; however, the vendor had to be at least
regional in his total marketing scope. The
Cincinnati service was necessary to provide
accessibility; the regional service was neces-
sary to provide something more meaningful than
a study of just the Cincinnati market.

3. Each vendor had to be an apparent long-run
entrant in the time-sharing market. This was
determined by questioning representatives of
each firm about the details of their firm's
plans for the future. Such topics as personnel
expansion, product improvement, equipment up-
grading, etc., were covered. While the answers
may vary from company to company, this type of
questioning can reveal whether a firm does ‘have
reasonable plans for continuing as a viable
market entrant. The aim of this questioning was
to eliminate any firms which might be short-run
profit maximizing in order to maximize the

owners' gains through stock manipulation.
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4. A varied cross—-section of computer systems was
desired in order to better typify the variety
of systems used in the general market.

5. .Each vendor had to have a typical product.
Systems mainly oriented to test editing,
accounting, or file management were eliminated.
All vendors had to provide the medium to large
computer capabilities necessary to handle
meaningful scientific type programs.

Using these criteria, the vendors shown below were

selected.
' Type of Location of
Vendor Computer Computer

Applied Computer

Time-Sharing GE-430 Cincinnati, Ohio
Cyphernetics PDP-10 Ann Arbor, Michigan
Direct Access Burroughs

Computing B-5500 Southfield, Michigan
General Electric GE-635 Cleveland, Ohio
Service Bureau IBM

corp. S/360-50 Cleveland, Ohio
Structural Dynamics

Research Corp. GE-420 Louisville, Kentucky

Of these six firms; two, GE and SBC, are nationwide mar-
keters. The other four market across varying areas of the
Midwestern United States. Taken together, they should
approximate most urban markets.

i Al
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As discussed in Section 3.6, all firms do charge
the same prices in all markets in which they elect to
compete. This removes one hindrance to the general appli-
cability of the results of this study. If the nominal
prices of vendors changed from location to location, each
small geographic area would have to be carefully studied
to determine if the same relationships existed. Fortu-
nately, standardized prices are the accepted pattern.

Once the firms were selected, the tests were con-
ducted. 1Ideally, the elapsed time from start to end in
such a study should be as close to zero as possible. Here,
however, some very definite practical considerations ex-
tended the testing period.for this study over a three month
period (approximately the first quarter of 1970). Working
alone and using vendor supplied time, the author felt
fortunate iﬁ keeping the time span that short. The primary
reason for concern with the time span is that the average
system loads can change over time (up or down). Just as
time or day affects performance and charges, so does the
average system load with heavier loads leading to poorer
performance and higher charges. Since there was no avail-
able method of shortening the total time span, any inac-

curacies introduced through this factor must simply be

accepted as inevitable.
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5.5 Setting the Labor
and Storage Parameters

Before the results of the tests could be statis-
tically analyzed, two additional factors had to be deter-
mined. The first was the cost per hour of waiting time,
defined as WC in Section 4.6. The second was the exact
method of allocating storage charges program by program.

In line with the information that both the users
and usage were primarily scientifically and/or technically
oriented, the value of WC was set at $7.00 per hour. This
value reflects a total annual employment cost of $14,000
to $15,000 per year, a reasonable value for technical
personnel. This hourly rate is only applied to differential
labor times as indicated in Section 4.6.

Thé storage problem was somewhat more difficult to
handle for the reasons cited in Section 4.3. An additional
complication arose because storage charges are imposed for
storing a program over a unit of time (typically one month)
while running charges are imposed for any one performance
of a program (task). What portion of the monthly storage
charge should then be allocated to any one performance of
the program? The method decided upon was to assess each
program 10 per cent of the charge for storing it for ome
month if the particular system computed storage charges on
an average usage basis. The 10 per cent figure assumes that

performing a given program ten times per moPth is a
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realistic figure for average usage. For systems which use
the maximum rather than average storage concept, the
storage charge was assessed at 12.5 per cent rather than
10 per cent. The 2.5 per cent difference was designed to
impose a 25 per cent penalty on the non-averaging system.
The 12.5 per cent value does not imply that the user on the
maximum type system only uses his program eight times per
month. It instead means that he typically tends to be
charged for 25 per cent more units of storage a month than
he would be if the system he was on used the averaging
technique instead.

All of the values assigned are arbitrary in one
sense; there is no data available to support them. On the
other hand, the author has had extensive experience with
both types éf systems, and, based upon this experience,

these seem to be reasonable estimates.

5.6 Summary

In this chapter, we have examined the actual methods
used in conducting the tests for this study. Also, we have
looked at the problems which gave rise to this particular
methodology. We are now ready to examine the experimental
data and the statistical analyses which were applied to

them.
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CHAPTER VI

THE STATISTICAL ANALYSIS

6.1 Introduction

In any study involving sampling, statistical testing
is necessary to determine whether the deviations of the
sample values from the hypothesized population values (or
relationships) are too great to be reasonably attributable
to chance. 1If chance cannot account for deviations of the
observed magnitude, the statistical conclusion must be that
the null hypothesis is not true. Since sampling normally
involves testing only a portion of the population, there is
always a chance of error--either rejecting a true hypothesis
or accepting a false hypothesis. The choice of the most
appropriate statistical test for the given sampling situa-
tion can minimize the probability of either type error.

After the sampling experiment described in Chapter V
was conducted, the individual measurements had to be pro-
cessed and assembled into groups and subgroups before any
general statistical analyses could be chosen or performed.
The choice of the proper statistical analyses was to some
extent data dependent; that is, the data had to conform to
the assumptions underlying the analyses. Therefore, some

preliminary statistical analysis was performed upon our

120 .
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observed data to aid in determining which types of major
analyses could be correctly applied to our data. Based
upon these preliminary findings, the proper tests were
selected and executed.

In this chapter, we will first examine the data
sets which were formed. Next, we will review each of the
potentially relevant statistical analyses. For those which
proved acceptable and were used, we will review and inter-

- pret the results relevant to the original hypothesis.

6.2 Organization of the Data

Before even preliminary statistical analysis could
begin, the data had to be compiled into its final form in
accordance with the cost structure shown in Chapter IV.
The running times and charges for each system are shown in

~ Appendix IV. To these charges, the storage charges shown
in Appendix V and the labor costs shown in Appendix VI were
added to produce the total costs shown in Appendix VII.
These total cost values were the input to the statistical
analysis portion of the study.

In addition to the basic analysis of the total
group of twelve systems, analyses of three additional
groupings seemed potentially helpful. First, the twelve
systems were divided into two subgroups: (1) the BASIC
language systems, and (2) the FORTRAN language systems.
Each.vendor;is‘represented once in each subéroup since all

r'd
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six vendors offered both languages. In case significant
cos%,differences might exist between the two languages,
this subgrouping would yield more homogeneous groups to
study. The six BASIC language systems are A, C, D, G I,
and K; the six FORTRAN systems are B, E, F, H, J, and L.

The third additional group represents the six |
vendors. This group was created by assigning to each vendor
the average cost of his BASIC and FORTRAN systems.' The
vendors can be thought of as six other systems labeled U, V,
W, X, ¥, and %. These six can then be tested against one
another to give a better picture of a vendor's total pack-
age.

For many of the statistical tests, there were,
therefore, four data sets as input. The null hypothesis was
always that there was equality of average tétal cost.? The
economic significance of accepting or rejecting the hypoth-
esis varies of course according to the particular data set
as we will see.

The average total costs of performing all the tasks

on each system are shown in Table 6.1 along with the vendor

laveraging the two cost values gives FORTRAN and
BASIC implicitly egqual weights. While this may not reflect
their exact importance, it should be close enough for our
purposes.

2gome tests will require a somewhat different null

hypothesis; however, equality is always the object of the
search.
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average total costs. The BASIC and FORTRAN systems taken
together make up the twelve system group. Also, the BASIC
and FORTRAN systems are correctly paired horizontally to
make up their respective vendors (e.g., vendor V is selling
BASIC system C and FORTRAN system F). The function of the
statistical analyses will be to tell us whether the.differ—'

ences among these average system costs are statistically

significant.
TABLE 6.1
AVERAGE TOTAL COSTS
BASIC FORTRAN Vendors

System Cost System Cost System Cost

A $6.36 B $3.99 U $5.18
o 3.46 F 5.91 v 4.68
D 5.19 E 7.12 W 6.15
G 3.37" H 2.26 X 2.81
I 4.06 J 4.32 Y 4.19
K 4.01 L 2.39 z 3.20
Average $4.41 - $4.33 $4.37

6.3 Analysis of Variance Test

This experiment was designed with the analysis of
variance (ANOVA) test in mind. In ANOVA terms, the systems
are one factor, the tasks are another factor, and the repe-

titions of the tasks are replications. This study provides
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a mixed model with the blocks as fixed factors and the
treatments as random factors. For any cell (i.e., task-

system combination), the contents would be as follows:

System

Task i ai2

Performing an ANOVA test would determine whether the system
averages Or Tﬁa values are significantly different. How-
ever, to determine the applicability of the ANOVA test, we
must first examine the underlying assumptions.

The ANOVA test is a parametric test meaning that the
test is valid only in cases in which the data conforms to
certain assumptions as to its distribution. These assump-
tions are as follows:

1. The effects of each factor and of any inter-

‘actions between them must all be additive.

2. The experimental errors (i.e., variations be-

tween replications) must be independent.

3. The experimental errors must be normally dis-

tributed with equal variances.
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All of the assumptions must be fulfilled although minox
deviations may usually be ignored.! Generally, a violation
of any one of them has a fairly predictable direction of
effect but an uncertain magnitude of effect. The only
assumption which is easily (and commonly) tested is the
homogeneity of variances.

Two separate tests of homogeneity, Cochran's and
Bartlett‘s, were conducted. These tests were applied to
the data of all twelve systems and to the FORTRAN and BASIC
subsets. Both tests are designed to discover hetero-
schedasticity (the lack of homogeneity in variances) based
upon samples drawn from normal populations. The Bartlett
test is the more powerful (i.e., discriminating) of the two
but is quite sensitive to deviations from normality in the
parent populations.? Therefore, both tests were applied.

The Cochran test?® uses a testing statistic "g"

which is defined as:

lsee Acheson J. Duncan, Industrial Statistics and
Quality Control (3rd ed.; Homewood, Illinois: Irwin,
1965), pp. 617-18, for a discussion of these assumptions
and the consequences of violating themn.

2Bernard Ostle, Statistics in Research (2nd ed.;
Ames, Iowa: Iowa State University, 1963), p. 338.

3plbert H. Bowker and Gerald J. Lieberman, Engi-
neering Statistics (Englewood Cliffs, N.J.: Prentice-Hall,
1959), p. 198.
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g = largest S2
| S2 + 82 + 82 + +-- 82
1 2 3 k
where
n
sz = ) (x; - x)?
i=1
n-1

These S2 values are the unbiased estimates of the popula-
tion variance for each cell. Tables are available for
critical values of "g" at various levels of significance.’
The parameters of the "g" distribution are the sample size
"n" and the number of samples "k". If the computed "g" is
larger than the critical "g", the null hypothesis of homo-
~geneity of variance is rejected.

' The Bartlett test? uses a testing statistic X?*

which is defined as:
T 2 _ 2
X2 = £ loge S 2 fi log, Si

where
S2  Jdenotes the pooled estimate of variance
from all groups,

f. =n, = 1'
1 1

1Tbid., pp. 196-97.

.. 2c. C. Li, Introduction to Experimertal Statistics
(New York: McGraw-Hill, 1964), pp. 438-39.
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£ =] £; =N - k for k groups,
and

Si is the same as in the Cochran test.

The statistic X? is roughly distributed as x? with k-1
degrees of freedom. A better correspondence to the x?2
distribution can be obtained by dividing the X? value by
the correction factor l+c where

= X (i -

- 3(k-1) - fi

Hh [+
e

If the corrected value of X? is greater than the critical
x? value, the null hypothesis of homogeneity of variance
is rejected.

The results of both the Cochran and Bartlett tests
are shown in Table 6.2. Since the test results for the
original data indicated that the variances were signifi-
cantly different, several transformations were attempted
in an effort to find one which might bring the variances

" into line. TFor example, if variances are proportional to

- the mean, a new data set made up of the square roots of
the original data will have equal variances.! 1In this case
three transformations--log, square root, and reciprocal--
were attempted and these results are also shown in Table

6.2

lostel, Statistics in Research, p. 340.

+
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Obviously, eveh using the transforms, the differ-
ences in the cell variances are statistically significant.
None of the computed statistics are remotely close to their
critical values at the .01 significance level. These re-
sults could reflect, at least in part, that significant
deviations from normality are present. However, this would
also violate one of the ANOVA assumptions.

The general conclusion must be that the data of
this study does not conform to the assumptions of an ANOVA
test; therefore we must examine some alternative statis-

tical tests.

6.4 Aspin-Welch Test

The Aspin-Welch (A-W) teét1 is a parametric test
which offers some help under the conditions:present in this
particular study even though the assumptions underlying the
test are not strictly met. The A-W test is designed to |
test for statistically significant differences between the

- means of two normally distributed populations which have
unknown and possibly unequal variances. This is in con-
trast to the usual "t" test which assumes that the popula-
tion variances are unknown but equal.

The Aspin-Welch test uses a testing statistic "t"

puncan, Industrial Statistics, pp. 505-07.
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distribution with "v" degrees of freedom.

X, - X,

l/nl SZ/n2

t =.

where

X denotes the sample mean,

S2 denotes the estimate of population variance,
and

n denotes the sample size.

In the usual "t" test, the number of degrees of freedom is
equal to n1 + n2 - 2. For the A-W test, the number of

degrees of freédom "y" is determined in the following

manner:
v = 1
cz + ('l-C) 2.
n -1 n -1
1 2
where
c = . 83/n,

s’l’/n1 + si/n2
If the sample sizes and/or the variance estimates are more
than slightly unequal, the A-W test produces a lower num-
ber of degrees of freedom than the usual “t" test. The
lower the number of degrees of freedom, the higher the
critical value of "t" becomes. Higher critical "t" values

make it more difficult to reject the null hypothesis of
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equality of means.

The A-W test can be applied to our data if we forego
the information content pfesent in the segmenting of the
data by task. In other words, we must view the three obser-
vations of each of nine tasks as merely being 27 items in
an unsegmented sample. The effect of doing this is that we
obtain a sample size of 27 which is close to 30, the sample
size thought of as "large" for this test. When the sample
size is 30 or over, the distribution of all possible sample
means is approximately normal regardless of the distribution
of the parent population.! Therefore, the A-W test should
give a reasonably relevant test even though the assumptions
are not strictly met. The major consideration is that the
test does provide for the substantial inequalities in
variance. o

Sinc; the A-W test only tests two s;mples at once,
‘the test must be performed once for each combination of the
systems being tested. For example, to run pair-wise tests
on twelve systems requires 66 separate tests while sii
systems requires 15 tests. The results of applying the A-W
test to our various data sets is shown in Tables 6.3, 6.4,

and 6.5. In each of these tables, the systems are placed

in order according to their average total cost. The least

lphere is no practical way of testing whether these
27 items come from a normally distributed population.

ie)
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cost system is at the left on the horizontal scale and at
the top on the vertical scale. Therefore, if we divide any
of these tables into guadrants, the upper left quadrant
gives comparisons of least cost to least cost systems; the
lower right gquadrant, highest cost to highest cost; and the
remaining two quadrants, least cost to highest cost and

vice versa. We would expect then to find significant com-
parisons in the lower left and upper right quadrants.

Another way to view these tables is to examine each
row (or column) searching for groups of non-significant
results. Any such groups represent systems whose prices
are not statistically different when compared to the "row"
system. For example, Table 6.3 shows that compared to
system B eight systems--G, C, K, I, J, D, F, and A--are
statistically non-significant. ‘

Table 6.3 gives the results of the A-W test applied
pair-wise to all twelve systems.’ Thirteen pairs of systems
proved significant at various standard significance levels
with only the B-H and B-L comparisons giving unusual re-
sults. These two pairs proved significant because the
variances involved happened to be unusually small.? The
other eleven significant pairs are in the lowest vs. highest

sectors as would be expected.

lsystems B, H, and L were the three lowest variance
systems at $12.31, $5.21, and $3.74 respectively compared
to an average variance of $31.47 for all twelve systems.

= =<
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TABLE 6.3

ASPIN-WELCH RESULTS FOR
ALL TWELVE SYSTEMS

H L G C B K I J D F A E
H] - 1 2 1 1 2
L - 1 2 1 1 2
G - 1l
C - 1
Bl 1l 1 - 1
K -
I -
J -
D| 2 2 -
F|1l 1 -
All 1 -
Ej 2 2 1 1 1 -

1 - significant at .05 level
2 - significant at .01 level
3 - significant at .001 level
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When the twelve systems were separated into the six
BASIC and six FORTRAN systems, some quite interesting re-
sults were obtained. No table is presented for the six
BASIC systems because there were no pairs for which the A-W
test produced significant results at even the .05 level.
The FORTRAN systems, shown in Table 6.4, produced seven
significant comparisons including the two unusual ones
mentioned above. The remaining five were again clustered
in the lowest-highest areas. Obviously any row comparisons
show small non-significant FORTRAN groups compared to the
BASIC systems which had no significant pairs at all.

When the vendors were compared as‘shown in Table
6.5, only two significant pairs were found. These were the
two lowest cost systems compared to the highest cost system.
Excluding thé highest cost system, there we}e no significaht
comparisons among the remaining five systems.

We have only examined the statistical results' of
applying the A-W test and not the economic implications of
these results. Since we have some more testing possibili-
ties to examine, we will only survey in this chaptexr the
results of these tests and base our statistical conclusions
upon the composite results of the various tests. In Chapter
VII, we will draw our economic conclusions based upon our

overall statistical conclusions.
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TABLE * 6.4

ASPIN~-WELCH RESULTS FOR
SIX FORTRAN SYSTEMS

H L B J F E
- H - 1 1 2
L - 1 1 2
B 1l 1 - 1
J -
F 1 1 -
E 2 2 1 -
1l - significant at .05 level
2 - significant at .01 level
3 - significant at .00l level
TABLE 6.5
ASPIN-WELCH RESULTS
FOR SIX VENDORS
X z Yy v U W
X -
z - 1
Y -
v -
U -
W 1 1. -

1 - significant at .05 level
2 - significant at .0l level
3 - significant at .001 level
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6.5 Friedman Multi-Sample Test

- Since we cannot state without qualification that
the data of this study conforms to the assumptions of para-
metric type tests, we should also examine the data using
some nonparametric or distribution free statistical tests.?!
Before examining the first of these tests, we must review
carefully the differences between parametric and nonpara-
metric tests with respect to the null hypothesis.

The differences in the null hypotheses are rather
paradoxical. A typical parametric test of differences
between population means might require that we assume the
parent populations to be normally distributed with equal
variances. The null hypothesis would then be that the means
of the parent populations are equal. If the testing statis-
tic falls outside the critical value, the null hypothesis
is rejected; the conclusion is that the parent population
means are different. This conclusion however is based upon
the original assumptions. All othér sources of difference

have been assumed away. If the data does not precisely

conform to the assumptions, then other sources of difference
are really present; they are simply being ignored explicitly

and are being lumped implicitly with the differences between

lpechnically speaking, these two terms are not
synonymous, but the distinction is maintained only by theo-
retical statisticians. See James V. Bradley, Distribution-
Free Statistical Tests (Englewood Cliffs, N.J.: Prentice-
Hall, 1968), p. 15. :
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means.’
For a typical nonparametric test, the null hypoth-
esis is only that the distributions are the same in all

characteristics. Rejection of the null hypothesis yields

rather ambiguous conclusions. There is no way of knowing
whether the form of the distributions, the means, or the
variances were unequal.? However, acceptance of the null
distribution conveys more information in the nonparametric
case. Here, the distributions are accepted as equal in all
aspects without equality having been assumed (perhaps
incorrectly) for most of the aspects.

The nonparametric equivalent of the ANOVA test is
the Friedman multi-sample test.?® Although we will require
a modified version which allows replications, the test can
best be explained by examining the basic caée. Suppose
that we have three treatments (columns) which we apply to
each of four separate blocks (rows) giving us a total of
twelve observations. Suppose also that the treatments are
jdentical with respect to their effect upon each block. If

we were to rank the observations in each row, we would

'Ibid., Chap. 1-2.

. 2ya-lun Chou, Statistical Analysis (New York: Holt,
Rinehart, and Winston, 1969), pp. 476-77.

Spradley, Distribution-Free Statistical Tests,
pp. 123-29 .
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equal since the rank values would occur randomly in each
column if the treatments were really identical in effect.
A statistical test would consist of comparing the actual

column rank sums to the average for all columns.

TABLE 6.6

EXAMPLE OF FRIEDMAN TEST

Original Data Ranked Data
A B C A B C
1 7.2 5.3 6.5 1 3 1 2
2 1.1 3.4 8.0 2 1 2 3
3 5.7 4.2 9.0 3 2 1 3
4 .3 8.5 4.8 4 1 3 2
Total 7 7 10

Table 6.6 shows a small example of the tabular
procedures in the basic Friedman test. If the null hypoth-
esis were to be exactly satisfied, the three rank sum totals
would all equal eight. The basic Friedman test tells us
whether the differences in the rank sums are too great to
be attributable to chance. We will not go through the |
computational procedures for the simple case since we must
use ihe more complex form.

In our case, the systems are the treatments, and
the tasks are the blocks. However, we do not have a single

observation. per cell or block-treatment intersection.
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Instead, we have three observations for each cell. The
method of handling replications (assuming equal observa-
tions per cell) is to consider all the observations within
the block as one group and rank them. Now, each column has
three ranks per block in our case. Again, if the null
hypothesis is true, the contributions to the rank sums
should be randomly distributed.

The method described above is the way in which rank-
ings are assigned in theory. In practice, another method
is used which lends itself better to computerization for
larger problems.! This alternate method involves computing
a modified rank value for each observation in a block.
Each observation is compared to all the other observations
in its block except those in its own column. For each
comparison, Fhe rank value is increased by 6ne if the base
value is larger and decreased by one if the base value is
smaller. The effect of this is to construct differential
rankings about a mean of zero. The testing statistics are
modified somewhat from what they would be if the actual
ranks were used; however the eventual outcomes are iden-
tical.

This test uses a testing statistic "T" as shown

below:

lgottfried E. Noether, Elements of Nonparametric
Statistics (New York: Wiley, 1967), pp. 52-53.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permissionyw\w.manaraa.com



140

T 3 S w?

T - Cn?(Cn+l)M i1 ¢t
where
C denotes the nunber of columns,
M denotes the number of blocks,
n denotes the number of replications,
and _
Wi denotes the column sum of the modified rank

values as described above.

wpt jg distributed approximately as the x? distribution
with C-1 degrees of freedom.

The Friedman test was applied to all four data sets
with the results shown in Table 6.7. In every case, the
null hypothesis of equality of distribution”from system to
system was easily rejected at the .001 level of signifi-
cance. We must remember however that this does not prove
that the average costs for the systems are different, only
that the distributions are different in one ox more aspects.

Since the Friedman test results are so striking, we
must run some type of pair-wise nonparametric tests to
attempt to determine where the differences lie. Further
testing will not help in determining the source of variation
in terms of means or variances; however, it will allow us to

find where differences do not exist.
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TABLE 6.7

FRIEDMAN TEST RESULTS .00l
LEVEL OF SIGNIFICANCE

\ Computed Critical
All Twelve Systems 200.5 31.3
Six BASIC Systems 77.7 20.5
Six FORTRAN Systems 113.5 20.5
Six Vendors 108.2 20.5

6.6 Wilcoxon Rank Sum Test

The nonparametric pair-wise test which we will use
is called the Wilcoxon rank sum test with randomized
blocks.! Again, the null hypothesis is that the distri-
bution of average costs is the same for the two systems
being testeq.

The - testing statistic "Te“ is computed as shown

below:

where

M denotes the number of blocks,

n denotes the number of replications,

1Noether, Nonparametric Statistics, pp. 41-43.
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and
Wi denotes the modified rank value for a block

as computed for the Friedman test.

Note that the rank éum statistic for only one column is
used; the sum for the other column would simply be equal in
magnitude but opposite in sign to the sum of the first
column. “Te“ is approximately normally distributed with a

mean of zero and a variance as shown below:

var T, = Eﬁ%ﬁ%ll
where

M denotes the number of blocks,
and

n denotes the number of replications.

To test using "Te“, we must divide<“T€" by its standard
deviation (i.e., the square root of its variance) and com-
pare the value obtained to the critical normal value.

The Wilcoxon test produced the results shown in
Table 6.8 when it was applied to the data of all twelve
systems. It is readily apparent from the density of the
entries in this table that the null hypothesis is rejected
for nearly every pair. Also, many of the table entries are
"3"s meaning that the rejection is at the .00l significance

level. i
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TABLE 6.8

WILCOXON RANK SUM TEST
ALL TWELVE SYSTEMS

¥ L &6 ¢ B X I J D F A E
E|l- 2 2 3 3 2 2 2 3 3 3 3
L2 - 3 3 1 1 3 3 3 3
c|l2 3 - 2 3 3 3 3 3 3 3 3
c |3 2 - 2 1 3 3 3
B|3 3 3 - 3 2 1 1 3
K| 2. 37 2 3 = 2 3° 3 3 3
1|2 1 3 2 - 3 3 2 3
gl2 1 3 1 2 - 3 3 2 3
p|l3s 3 3 3 1 3 3 3 - 3 3
Fl3 3 3 3 1 3 3 3 3 - 3
als3 3 3 3 2 2. - 2
E|l3 3 3 3 3 3 3 3 3 3 2 -

1' - significant at .05 level
2 - significant at .01 level
3 - significant at .001 level

The Wilcoxon results for the BASIC systems are shown
-in Table 6.9. Only three of the fifteen comparisons proved
to be non-significant, and there seems to be no readily

apparent. pattern in their positions.
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. TABLE 6.9

WILCOXON RANK SUM TEST
SIX BASIC SYSTEMS

N

G Cc % I D A
G - 2 3 3 3
C 2 - 2 3
K 3 2 - 2 3 3
I 3 2 - 3 2
D 3 3 3 3 -
A 3 3 2 -

- Significant at .05 level
significant at .01 level
- significant at .001 level

W
'

The Wilcoxon results for the FORTRAN and Vendor sys-—
tems are not shown in tabular form because of the uniformity
of the results in each case. For the FORTRAN systems, all
comparisons were statistically significant, ten of fifteen
at the .00l level of significance. For the vendor systems,
only the U-V pair was statistically non-significant. Again,
ten of fifteen comparisons proved statistically significant
at the .001 level.

The results of the preceding applications of the
Wilcoxon rank sum test can only be summarized as indicating

highly significant differences in distribution throughout
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all four data sets. We must suspect that a significant
portion of these differences are arising from the differ-

ences in variance which were discovered earlier.

6.7 Additional Analyses

Since the preceding tests uncovered numerous statis-
tically significant differences, one additional set of tests
was conducted. The Aspin-Welch, Friedman, and Wilcoxon
tests were again applied to two additional data sets, both
based upon all twelve systems. These two data sets are:

(1) the running charges, and (2) the running charges plus
the storage charges. These two were chosen because they
represent additional possible (although inferior) system
selection criteria for buyers. In other words, buyers might
only be exerting pressure in the market for vendors to
equalize their running charges or their running plus storage
charges.! For example, a buyer who ignored labor costs
would be basing decisions only upon running and storage
charges.

The results for these revised data sets were not
very different from those obtained for the original data

set. The Aspin-Welch and Friedman test results both

l1Tn the author's opinion, there is an inexplicable
tendency among many buyers to dismiss costs other than the
running charges as less important. This may occur because
users are effectively reminded of running charges by the
performance statistics printed out each time they use the
systen.
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indicated that the differences were slightly less for the

running plus storage charges and still less for the running

charges only. However, the differences were very slight.

The Wilcoxon results were quite inconclusive relative to
the original results.

T“e_cnly relevant conclusion possible from these
extra tests is that running charges do seem to be slightly
closer to equal across all systems than the average total
costs are. Nevertheless, approximately the same number of
significant differences between systems are found regard-
less of whether storage charges and labor costs are in-

cluded.

6.8 General Statistical Conclusions

It is unfortunate that the observed data does not
fit some standard statistical test which will in turn pro-
vide a simple yes or no answer to the null hypothesis of
the economic model. However, the almost inevitable fate of
the empirical researcher in the social sciences is to en-
counter situations similar to what we have in this study.
Also, the more complex the relationships under investigation
are, the more likely these situations are. We can only
attempt to extract as much information as possible from the
variety of statistical tests used.

Each statistical test used (with one exception) has

revealed significant differences of one sort or another for
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all data sets. The Aspin-Welch test did fail to find a
significant pair among the BASIC systems. However, the
generalvpattern is unquestionably one of significant diffex-
ences. The results of the parametric Aspih—Welch'test are
reinforced by the results of the non-parametric Friedman
and Wilcoxon tests despite the differences in hypothesis
structure discussed earlier.

The null hypothesis of average cost equality among
all systems, among the FORTRAN systems, and among the ven-
dors must be rejected. The BASIC systems do present some-
what of a problem since the non-parametric tests indicate
differences while the parametric test does not; therefore,
we are left with the rather unsatisfactory conclusion that
we should not reject the null hypothesis for the BASIC sys-
tems, but that we strongly suspect inequaliéies may exist.

For’all the data sets, we can state that the cost

distributions vary significantly for almost all system

comparisons. While this is not a direct amswer to the
~original null hypothesis, it does tell us something about
the complexity of the selection decision facing a buyer.
' The systems definitely don't have similar distributions and
variances leaving only differences in arithmetic means for
the buyer to consider. Instead he must examine all aspects

of the distribution of costs of using a system.
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6.9 Summary

We have examined the problems involved in statisti-
cally analyzing the data of this study. We were forxrced by
the data to discard the most attractive potential tool, the
analysis of variance, and to adopt some less conclusive
tests. Nevertheless, the preponderance of evidence leads
us to reject the null hypothesis of the study and to con-
clude that effective system prices (and consequently buyer

costs) are different.!

1p commercial time-sharing system was used for the
data preparation, the statistical analyses, and the genera-
tion of Appendices IV through VII. The eantry, debugging,
and execution of the programs necessary for these tasks
took approximately 24 hours of terminal connect time and
over 7 minutes of CPU time. The total cost was approxi-
mately $325. These figures should give the reader some
perspective on the costs of performing "real world" tasks
from beginning to end.
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CHAPTER VII

THE CONCLUSIONS

7.1 Introduction

This is the final and most important chapter for,
here, we will examine the economic conclusions of this
study. However, before proceeding, we will review briefly
the steps we have taken up to this point.

The basic problem has been the determination and
comparison of the effective prices being charged for a
fairly new and technical product which has a rather complex
nominal pricing structure. The entire study has been con-
structed along the traditional lines of an empirical exper-
iment. Therefore, the first step was a review of the gen-'
eral problem followed by a review of the economic theory
relevént to this problem, namely, the theory of differen-
tiated oligopoly. The next step was to examine in detail
any characteristics of the time-sharing market which would
help in determining the level of competition to be expected
in market pricing. Based upon this examination, the null
hypothesis was formed that effective prices in the market
are equal.

The experiment to test this hypothesis forms the

core of this study. An entire methodology for measuring

149
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effective prices had to be developed. This methodology
consisted of defining and actually developing a unit of
product for computer time-sharing, developing standardized
procedures for obtaining this unit of product, and selec-
ting the vendors whose product would be tested. After the
experiment was conducted, the data obtained was analyzed
using a combination of parametric and nonparametric statis-
tical tests. In general, it was found that the null hypoth-
esis of price equality was rejected.

We will now proceed with the economic conclusions
of the study starting with the implications of the findings
we have already obtained. Then, since we have effectively
assumed away all gualitative differences between systems
(except those performance differences measured by our
methodology), we must relax this assumption and determine
whether any non-measured differences in quality either
alter or explain our empirical conclusions. Finally, we
will examine some public policy implications of the study.

7.2 The Rejection of the
Null Hypothesis

The null hypothesis of the study (as originally
stated in Section 3.11) is as follows:

Time-sharing services are sold to an economically

motivated and analytically sophisticated group of

customers in a market which is apparently fairly
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competitive; therefore, the apparent disparities

present in the nominal prices are equalized by

prices are equalized.
The composite results of the several statistical tests
used indicated clearly that the null hypothesis must be
rejected (see Section 6.8).

If we could have accepted the null hypothesis, we
could have concluded that competitive pressures (e.g., a
low degree of product differentiation coupled with freedom
of entry) in the market place caused effective price equal-
ity. As discussed in Section 3.11, price'equality could
conceivably indicate other types of market conduct such as
collusion or, more likely, price leadership. However,
because of the newness of the industry, the multitude of
regional competitors, and the continual addition of new
competitors, the establishment of the quasi-agreements
necessary for effective price leadership would be guite
difficult at this point in the industry life cycle. There-
fore, we would have accepted the null hypothesis as it was
stated.

Our analysis could end at this point if we could
have accepted the null hypothesis. Our conclusions would
then have been those described above. However, since we

have rejected the null hypothesis, we must gxamine the
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implications of accepting the alternate hypothesis. The

alternative hypothesis (again from Section 3.11) is:
Conditions in the market place are such that dis-
tinct product differentiation can and does exist
as manifested by significantly different effective
prices being charged to accomplish the same tasks
with a similar level of performance.

Since we have found effective prices to be different for

products we have assumed to be identical, this is direct

evidence of product differentiation. In fact, it is evi-
dence of what we termed "meaningless" differentiation in
Section 2.5. The implication of this differentiation is,
of course, that certain sellers have sufficient monopoly
power that they are able to charge higher prices for the
same product. As we indicated in Section 3.8, the mos*®
probable source of this monopoly power is buyer ignorance
with imperfect buyer mobility possibly being a contributing
factor.

Although time-sharing as a product is gquite homo-
~geneous, perfect product homogeneity is an assumption which
we made to simplify the analysis. Therefore, we will now
relax this assumption.

7.3 Prices Relative to Vendor
Quality Differences

All of the systems:are not identical; therefore, we
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must consider the possibility that "meaningful" product
differences do exist and do explain the differences in
buyer cost which we have discovered. So that we may make
a clear distinction, let us call those differences in

quality which we have not yet considered the gualitative

differences in systems. We are really looking at those

quality differences other than speed. The systems can vary
in numérous ways; however, the two most important factors
which we have not considered are the system library and the
general operating system! capabilities.

System libraries can vary both in size and quality,
including the quality of the documentation (e.g.. manuals)
available to the would-be user. Size must be viewed with
the concept of usefulness kept in mind. Anyone can build a
huge library of programs which is of little interest or
usefulness; however, building a library of good general-
purpose programs is slow and expensive. When we speak of
libraries,'we are incluqing only those programs available
to the system user at no extra charge. A few vendors have

unique, highly specialized library programs available? at

lThe op prai-:ng system is the master program which
oversees Or superv1ses every facet of the time-sharing
systems operations. :

2pypical examples would be numerical control machine
tool programs or specialized engineering programs..
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extra charge; these vendors are effectively monopolists?
with respect to buyers who need these unique programs.

Similarly, a good time-sharing operating system is
one which has a large number of facilities which are useful
to the users. For example, the ability to store programs
in compiled form and the ability to edit program statements

‘without complete re-entry would be two very useful system
facilities. Most time-sharing systems have the same basic
facilities, but there is considerable variety beyond these
basics.

There are numerous other qualitative considerations
in evaluating a time-sharing service, such as the system's
reliability and the quality of support personnel. Factors
such as these are quite difficult to measure or even sub-
jectively appraise and are also very subject to change.
Therefore, we will restrict our evaluation to the two major
considerations of library and operating system qﬁality.

Table 7.1 shows the author's ranking? of the six
vendors with respect to.their libraries and their overall

operating system capabilities. These ranks were not

11f one or two other vendors have close substitutes,
we may have a small oligopolistic market for the particular
program.

2a1though the opinions of actual users might be
slightly more accurate, it was impossible to find users
who had had experience on more than three of the included
systems. This effectively eliminated a questionnaire type
-approach.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permissionyw\w.manaraa.com



particularly difficult to assign as the decisions in most
cases were clear-cut.! On the other hand, determining
cardinal values to represent quality would be virtually
impossible. Since both characteristics are virtually iden-
tical for both of the vendor's languages (i.e., systems),
it is only feasible to make these rankings by vendor. Also,
in establishing these rankings, any differences which were
measﬁred in the gquantitative portion were ignored to avoid
"double counting." Additional factors not considered were
the vendor's name, image, or market share.

Table 7.2 shows the composite qualitative ranking,?
along with an average total cost ranking based upon the
data of Table 6.1.

If qualitative differences are to explain the dif-
ferences in vendor cost, then the vendors with the better
overall quality rankings should be the high cost vendors.
Similarly those with the lower quality systems should be

the low cost vendors. In terms of Table 7.2, this means

lThe rankings would probably seem quite difficult
to assign from the viewpoint of an inexperienced user.
However, the author spent over 30 connect hours on each
time-sharing system and over a hundred hours on several of
them. In addition, at least another 30 hours were spent
examining the manuals and other publications of each sys-
tem. Another valuable source of information was the
comments of experienced users of each system.

2The library and operating system components were

' given equal weights in making up the composite rankings.
Neither is predictably more important to the typical user.
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TABLE 7.1

QUALITATIVE VENDOR RANKINGS

General Operating
Vendor Library System
U | 5.5 6
A 1 3
W 4 4
X 4 2
Y 2 1
Z 5.5 5

Rankings are from best (1) to worst (6)

TABLE 7.2

VENDOR QUALITY AND COST RANKINGS

Vendoxr Quality Cost
U 6 2
v 2 3
W 4 1
X 3 6
Y 1 4
pA 5 5

Quality rankings are from best (1) to
worst (6). Cost rankings are from
highest (1) to lowest (6).
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that there should be a high degree of correlation between
the quality and cost ranks. In fact, the correlation is
rather poor.! Vendor U has the lowest quality and second
highest cost while vendor W has the fdurth highest quality
and the highest cost. There_is nothing in the above find-
ings to support the view.that the cost differences are
explained away by qualitative differences between vendors.

7.4 Prices Relative to Vendor
Image and Market Share

The relationship between prices and vendor image
and/or market share is rather difficult to evaluate. Two
of the six vendors are large nationwide vendors and are
divisions or subsidiaries of computer manufacturers (see

Section 5.4). 'If these two vendors were the highest in

vl 4

price and low or medium in quality, we might conclude that
their images and market positions allowed them to charge
higher prices for the same or lower quality products (i.e.,
image and/or market share contribute to considerable pro-
duc£ differentiation). On the other hand, if these two
firms are 1§west in price and highest in quality, we might
conclude that economies of scale are a very significant

force in the market. The large firm has a much broader

lvhe coefficient of rank correlation is -.26 which
is indicative of virtually no relationship {i.e., only 7
per cent explained variance).
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quality library and operating system.

Neither of these two extreme patterns can be deter-
mined from our results. Instead, we find that the two
largest firms, vendors Y and V, are third and fourth in
effective pricing level and first and second in overall
quality. Evidently, the larger firms are providing the
best quality service while charging only medium prices.
From the buyer'spoint of view, he can use the highest qual-
ity systems for only medium prices. However, if he does
not need the extra quality, he can buy a lower quality
product at lower prices from vendors X or Z.

7.5  General Conclusiohs
About Industry Prices

Based upon the results of our various analyses, we
can state the following conclusions about prices in the

computer time-sharing industry:

1. There appear to be significant differences in
the effective prices'charged for a typical
unit of product. Expressed in another way, the
variations in nominal prices do not tend to
reflect accurately the differences in hardware
and software capabilities which exist from firm
to firm.

2. There appear to be significant differences in

_the effective prices regardless of whether
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vendors, FORTRAN systems, BASIC systems, Or
BASIC and FORTRAN systems together are com-
pared. There does appear to be far more
variability in the effective prices among the
FORTRAN systems than among the BASIC systems.’

3. Differences in vendor quality (other than speed)
do not tend to explain the differences in effec-
tive prices. 1In fact, there is virtually no
correlation between effective price level and
system quality.

4., The effective prices of the large nationwide
vendors are in the middle of the price range
while they have superior quality libraries and
system facilities.

5. Time-sharing services can be obtained at lower
effective prices than those charged by the
largest vendors if the buyer is willing to fore-
' go some quality.

Obviously, the applicability of this study to the

entire time-sharing industry is a function of both the

validity of the methodology and the representativeness of

lone reasonable explanation for the smaller amount
of variability among BASIC systems is the fact that BASIC
is a more uniform language from vendor to vendor than
FORTRAN. BASIC was developed specifically for time-sharing
use by Dartmouth College, and time-sharing firms have
adopted it virtually intact, making only minor modifica-
tions..

Reproduced with permission of the copyright owner. Further reproduction prohibited without permissionyw\w.manaraa Ciom



160

sample of firms. The author can only state that, although
many subjective decisions were made (as was obvious in .
Chapter V), every attempt was made to maintain an unbiased
viewpoint.- Someone else making the same study might have
made different decisions at various points; however, it is
hard to believe that the results would have varied signifi-

cantly, using any reasonable set of assumptions. The

author, therefore, is confident that the conclusions of

this study are applicable to the industry as a whole.

7.6 Some Conclusions About Industry
Structure and Conduct

As stated earlier, it is impossible to draw defin-
itive conclusions about market conduct based solely upon
the results of a single static analysis of industry prices.
However, we may draw some reasonable inferences which could
vary possibiy'serve as hypotheses for subsequent studies.

As we saw in Chapter III,'the time-sharing industry
is definitely oligopolistic. It is not only oligopolistic
because two vendors have a large share of the national
market but also because in each local area (where direct
competition occurs) there is a limited number of competitors
(e.g., less than ten except in the few largest cities).
These local and regional competitors comprise the remainder
of the approximately 200 total firms in the industry. . An-

other important fact is that firms in this industry charge
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uniform prices in all markets which they serve (i.e.,

. freight absorption). These factors combine to produce an
interesting and somewhat unusual market structure. As
stated above, any local market is oligopolistic since all

sellers are well aware of the presence and actions of
their competitors. However, the large nationwide firms
are facing in total a host of competitors. Therefore, to
the large firms, many regional or local firms may very well
appear as atomistic when viewed on a national basis but as
oligopolistic when viewed on the local basis where market
confrontation actually occurs. However, since, for the
large firms, most policy seems to be set at the national
level, the ability of these large ﬁ?rms to respond is some-
what limited at the local level. This is a special case of
the Fellner‘and Bain models of partial oligbpoly as dis-
cussed in Sections 2.3 ‘and 2.4. About the only conclusion
we can draw here is that the smaller firms are able to
exist and prosper (at present) as significant competitors
in local or regional markets.

At present, there appears to be a low—-to-moderate
degree of product differentiation in the time-sharing indus-
try. As'stated earlier, the sophisticated customer is
presently a heavy user of the basic system capabilities and
is primarily a purchaser of raw time—-shared computer power

.which'is a rather uniform product with very. little physical
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differentiation. Nevertheless, buyer ignorance (or
possibly, other unconsidered factors) is allowing some
firms to charge higher prices for somewhat inferior prod-
ucts. This is empirical evidence of product differen-
tiation although the source cannot be definitely pinpointed.
If the level of product differentiation does rise, especially
in the area of significant improvements in libraries and
systems, then the ability of smaller firms to compete (and
enter) may be seriously hampered. Here, the question of
economies of‘scale becomes very significant. Unfortunately,
we are still lacking solid information in this area.

Based upon the foregoing discussion and other de-
tails discussed in Chapter III, the author suspects that
the firms in the market fall into the following categories:

1. 'The major firms in the industry who set the

. reference level for effective prices and qual-
ity. These firms are extremely "visible" to
one.another and probably have already estab-
lished Fellner-type quasi-agreements with one
another despite the immaturity of the industry.
Their quasi-agreements would appear at this
time to cover prices only with constant product
changes being outside the agreement.

2. The aggressive local and regional competitors

who, realizing that they cannot afford to main-
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tain the quality level of the majors, attempt
to undercut the effective prices of the major
firms for raw computer power. These smaller
firms very possibly have quasi-agreements among
themselves in their particular markets and, in
addition, probably limit their behavior to
actions which they feel will not provoke retal-
_iation by the industry giants. However, as
discussed earlier, the ability of the giants to
retaliate against specific small competitors
seems limited. This class of firms could vary
from those who offer a little less gquality at a
slightly lower pricé to those who offer a lot
less quality at a greatly reduced price. The
latter would be the~vendors of completely raw
computer power.

3. The marginal firms, low in overall quality and
high in price, who survive by either fulfilling
specialized needs, continually selling newcomers
to the market, or employing unusualiy high lev-
els of promotional or direct sales effort.
These firms are marginal in the sense that they
are the most susceptible Eo aggressive competi-
tion. A typical example could be the firm which

was an early entrant to the market but which has
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failed to keep pace in product development.

The rapid industry growth is undoubtedly

allowing such firms to remain viable. Whether

such firms could exist in an equilibrium market

is another matter.
The first two types of firms taken together could produce
the two "clusters" of firms which are common in differen-
tiated oligopolies according to Bain (see Section 2.5). 1In
fact, the pattern of industry development may very well be
along these lines: that is, high guality-high price firms
and low quality-low price firms. This may be the only
answer for smaller firms if the cost of product changes
becomes too high and if these product changes become prod-
uct differentiation in the eyes of buyers. As stated above,
the third type of firm will probably disapggar as the indus-

_ try matures: | |
This seems to be the extent to which we can comment

on market conduct in the time-sharing industry based upon
these study results. More knowledge of this conduct will
have to await future studies; possibly one saving grace is
that the industry is an interesting one to study based upon
the author's experience.

7.7 The Implications for
Public Policy -

It is possible that the commercial computer time-
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sharing industry could become a regulated industry similar
to the public’utility industries. In fact, the temm "com~
puter utility"! has been used considerably in the industry.
The probability of regulation occurring is dependent upon
the direction and extent of industry growth. There are
some factors which make regulation more probable and others
which make it less probable.
When we speak of regulation, we are referring to
the same type of regulation as is imposed upon public
utilities. Such regulation could be imposed upon this
industry to protect the public interest under any one Or
more of several conditions.
1. Technology might make practical a huge machine
which could economically serve the computer
Tneeds of a large area (e.g., an entire state) .2
. The public might best be served by allowing one
such "computer utility" to operate in each area.
2. As the construction of data banks--especially
those containing information about individuals--

occurs, the protection of the rights of privacy,

lFor example, see D. F. Parkhill, The Challenge of
the Computer Utility (Reading, Mass.: Addison-Wesiey,
1966) .

2phe "square law" is valid for a given state of
technology (i.e., for a given point in time). There are
computers currently under development which have potentials-
that stagger the imagination. . .
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etc., might lead to close supervision and/or
regulation. Also, duplication of stored infor-
mation is just as inefficient as the duplica-
tion of physical facilities.

3. The time-sharing industry is inextricably tied
in a physical sense to the general communica-
tions industry which is heavily regulated. If
either moved more directly into the province of
the other, the time-sharing industry could be-
come regulated.

There are, however, opposing forces to all of the above
three.

The most troublesome aspect in predicting the fu-
ture pattern of development in the time-sharing industry
appears to be the uncertainty of the future of communica-
tions costs and capabilities. Already, time-sharing has
contributed to telephone service crises in major cities,
particularly New York.! Many see communications costs as
the most limiting factor in time-sharing growth.? 1In other
words, communications costs might nullify many of the
economies of scale possessed by large centralized computer

systems. In fact, companies may find it cheaper to purchase

l1gee Dan Cordtz, "The Coming Shake-Up in Telecommu-
nications,"™ FORTUNE, April, 1970, p. 69, for a discussion
of the many troubles currently plaguing the Bell system.

. 2Guise, "The '69 Gold Rush," p. 41l.

~
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their own smaller, less-efficient time-shared computers.
The lower efficiency may be more than offset by the reduced
communications costs of private wiring (i.e., not using the
public communications systems at all). Certainly, improve-
ments will occur in public communications; however, it is

estimated that altering the basic structure of the telephone

network would require over ten years plus billions of
dollars.! The general computer utility may be more of a
technical possibility than an economic reality for the rea-
sonable future.

The econonic feasibility of central data banks is
also open to question. There are only a limited numbexr
of types of information which are needed on a virtually
instantaneous basis. We are talking now of data banks
which would-be useful to large segments of ‘the general
business coﬁmunity. Obviously, specialized applicatjons
such as airline reservation systems are now operating. For
many types of data, receiving a tape once each month is
completely adequate in terms of updating information. The
potential of an "information utility" may also be vastly
over-rated.

Finally, the question of whether the communications

utilities invade the time-sharing industry or vice-versa

lpeter L. Briggs, "Future Time=-Sharing Technology,"
COMPUTERWORLD, March 25, 1970, p. S10.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permissionyw\w.manaraa.com



168

.willﬂultimately be a public policy decision set by law or
regulatory agencies. Thus far, the divisions between indus-
tries are remaining fairly stable; however, competition is
arising for AT&T from microwave carriers who intend to
specialize in inter-city data transmission.! Whether there
will be any strong moves across industry lines remains to
be seen.

Whether or not this industry will become regulated
is obviously open to considerable conjecture at this point.
Even if it does not, it is still subject to normal anti-
trust regulationu2 If the industry does come under either
regulation or close antitrust inspection, the results of
this and subsequent studies may provide some quite relevant
data on the effective prices in the market place. For
example, from an antitrust standpoint, the conclusions of
Section 7.4 do not appear to reflect badly upon the relative
performance of the nationwide vendors in terms of value for
price. Howéver, if subsequent analyses showed extraordinary
similar movements in effective prices, this might raise

suspicions of collusion. In a regulatory environment, the

luphe Round AT&T Lost,” Business Week, September 6,
1969, p. 68.

2phe Service Bureau Corporation was originally cre-
ated by IBM in response to Justice Department pressure.
. SBC took over the IBM time-sharing division in 1968 to
forestall another application of such pressure to its
parent. ) _
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conduct of the marginal firms referred to in Section 7.6
would be very open to question (i.e., low quality and high
prices).

This would be a difficult industry to regulate and
even to simply maintain a watch upon because of the measure-
ment difficulties discussed throughout this study. Further-
more, because of the many problems involved, a better (i.e.,
more informative) nominal pricing structure will probably .

never be developed.

7.8 Summary

Based upon the statistical results of the study,
the null hypothesis of effective price equality must be
rejected. If the assumption of completely homogeneous prod-
ucts is relaxed, the differences in quality do not tend to
explain thejdifferences in effective priceé. Fﬁrthermore,
considering vendor image or market share does not explaiﬁ
the differences either. The conclusion is that product
differentiation does exist with the probable cause being
Buyer ignorance.

The industry is definitely a differentiated oligo-
poly but with several unusual characteristics caused by
geographical considerations and industry pricing policies.
The present structure is typified by three major classes of

firms but is likely headed toward two classes: high

quality-high price vendors and lower qguality-lower price
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firms. The large nationwide vendors will probably be the
former type and the local or regional vendors the latter
type.

It is possible that the industry could become a
regulated one of the public utility type. If this does
occur, the information supplied by this and subsequent
similar studies would be of significant benefit and inter-

est to thase responsible for this regulation.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permissionyz\w\w.manaraa.com



APPENDIXES

Number
I TEST PROGRAM LISTINGS .« « « o o « o « « » « 172
II SAMPLE INPUT AND OUTPUT TASKS 7, 8, and 9 . 196
IIT SAMPLE TESTING SCHEDULE « « - « « o = « + - 208
v SYSTEM RUNNING CHARGES « « « « « « = = « = - 209
v SYSTEM STORAGE CHARGES « « « « = « « « « » = 233
VI LABOR COSTS « o o o o o o o o o o o o o o« 238

VII TOTAL COSTS L J L 4 L] - L 4 L4 L] . L 4 * . L] L] o L J L 23 s

171

er. Further reproduction prohibited without permissionyzw\w.manaraa.com




172

1000 REM k% T1B k¥
1010 LET M = 0

1020 LET I1 = S50

1030 LET J1 = 20

1040 LET K1 = 100

1050 FGR I = 1 T It

1060 FGR J = 1 TO J1

1070 FGR K = 1 T K1

1080 LET M =M + 1 °~

1090 NEXT K ’

1100 NEXT J

1110 NEXT I

1120 PRINT

1130 PRINT °*TEST 1 BASIC*"

1140 PRINT ~ ’ -

1150 PRINT "INPUT - O CPU - H QUTPUT - L™
1160 PRINT ~ " ‘ N T
1170 PRINT "I = *: T13; = J = %2 J15 ™ K = "5 Kl
1180 PRINT ~ B T - T - -
1190 PRINT "M = "3 M, * END TEST 1*

1200 END - - - T

1000 REM %% T2B *¥%
1010 LET M = 0

1020 LET I1 = SO

1030 LET J1 = 20

1040 LET K1 = 100

1050 PRINT

1060 PRINT "TEST 2 BASIC"
1070 PRINT ~ h

1080 PRINT *INPUT - 0 CPU - H QUTPUT = H"
1090 FBR I = 1 T8 11 ) - -7
1100 PRINT ‘ )

‘1110 PRINT "THIS IS LINE NUMBER *5 I

1120 FGR J = 1 T Ji -
1130 FOR K = 1 TO K1
1140 LET M = M + 1 ~
1150 NEXT K ’
1160 NEXT J

1170 NEXT 1

1180 PRINT

1190 PRINT *I = *3
1200 PRINT ~ B -
1210 PRINT "M
i220 END h B N

|
-
-
)
-~
Py
.
-
-

3T J =" J1 " K=" Kl

- - -

il
-
-

e

=

LY
-
-

END TEST 23
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1000 REM k¥k T3B *%o%
1010 LET M = O
1020 LET Il = SO

1030 PRINT

1040 PRINT *TEST 3 BASIC®™

1050 PRINT ~ T

1060 PRINT "INPUT - O CPU - L OUTPUT - H"
1070 PRINT ~ N i ; T
1080 FGR I = 1 TO 11

1090 LET M =M + 1

1100 PRINT ’

1110 PRINT "THIS IS LINE NUMBER *5 I
1120 NEXT I~ -

1130 PRINT

1140 PRINT M = *53 M, " END TEST 3"
1150 END - - - -

1000 REM %% T4B a¥xkk

1010 LET M = 0

1020 LET I1 = 50

1030 PRINT

1040 PRINT *TEST 4 BAS1IC*™

1050 PRINT ~ ) T

1060 PRINT *"INPUT - H CPU - L QUTPUT ~ H“
1070 PRINT ~ ) - T
1080 FGR 1
1090 INPUT
1100 LET M
1110 PRINT
1120 PRINT "THIS IS LINE NUMBER "5 I
1130 NEXT I~ -

1140 PRINT

1150 PRINT "M = *'5s M, ™ END TEST 4"
1160 END - o - : -

1 To 11

nznn

M + N
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1000 REM *%% TSB ***

1010 LET M = O

1020 LET 11 = SO

1030 PRINT’

1040 PRINT '"*TEST 5 BASIC"

1050 PRINT ~ -

1060 PRINT *INPUT - H CPU - L @UTPUT - L"
1070 PRINT ~ ’ ’ ’ ‘ T
1080 FPR I
1090 INPUT
1100 LET M
1110 NEXT I
1120 PRINT _
1130 PRINT "M = "5 M, END TEST 5"

1140 END T

1 T 11,

"zt

M + N

1000 REM *%% T6B k%%

1010 LET I1 = 10

1020 LET J!1 = 1000

1030 PRINT i

1040 PRINT "*TEST 6 BASIC*
1050 PRINT ~ -
1060 PRINT *“BUILT-IN FUNCTIOGNS"™
1070 PRINT ~ ” " -
1080 FBR I
1090 FOR J
1100 LET X
1110 NEXT J
1120 PRINT
1130 PRINT "1 = "3 I3 " X
11406 NEXT I° 7 - -

1150 PRINT

1160 PRINT " I =" 11" J = "3 Ji; * END TEST 6"
1170 END - - T ST T ' -

1 70 11
1 T Ji
ABS(SINCINT(SQRC100 * RNDC02332)

n
:
x

|
|
|
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1000 REM QUEUING SIMULATION PROGRAM

1010 REM

1020 REM SINGLE QUEUE -~ SINGLE CHANNEL

1030 REM

1040 DIM AC10)», BC10)» CC10)» DC10)

1050 DIM MC10)s, NC10)» GC10)» PC10), QCIOD

1060 DIM RC10)» V(10)» WC10)» XC10), YC10)

1070 DIM EC400), F(C400)» G6C400>, HC400)

1080 DIM JC400)s SC400), TCA00)» UCA00)

1090 PRINT

1100 PRINT

1110 PRINT

1120 PRINT

1130 PRINT * QUEING SIMULATION"
1140 PRINT * <><><><><><><><><><><><><><><><><><><>"
1150 PRINT i
1160 PRINT

1170 PRINT

1180 PRINT " INPUT DATA®"

1190 PRINT * SokkRokRokkokokok Rk Rk

1200 PRINT

1210 PRINT

1220 PRINT °*"HOW MANY INTERARRIVAL TIME POSSIBILITIES ¢1 T@ 10) 3
1230 INPUT A2

1240 IF A2 < 1 THEN 1270

1250 IF A2 > 10 THEN 1270

1260 GOTO 1290

1270 GAOSUB 3660

1280 GOTO 1230

1290 PRINT

1300 PRINT

1310 PRINT 'HOW MANY SERVICE TIME P@SSIBILITIES (1 T 10) *3
1320 INPUT A3

1330 IF A3 < 1 THEN 1360

1340 IF A3 > 10 THEN 1360

1350 GOTO 1380

1360 GOSUB 3660

1370 GOTE 1320

1380 PRINT

1390 PRINT

1400 PRINT *“HOW MANY SETS OF 100 SIMULATIGNS DESIRED (1 T0O 10) 3
1410 INPUT A4

1420 IF A4 < 1 THEN 1450

1430 IF A4 > 10 THEN 1450

1440 GOT@ 1470

1450 GASUB 3660

1460 GOT® 1410

1470 PRINT

1480 PRINT

1490 PRINT °DESIRED TIME PERIO®D IN MINUTES *3

1500 INPUT AS h

1510 IF AS >= 1 THEN 1540

1520 G@SUB 3660

Reproduced with permission of the copyright:-owner. Further reproduction prohibited without permissionyyanw.manaraa.com



176

1530 GB8Te 1500

1540 PRINT

1550 PRINT

1560 PRINT "IN ASCENDING @RDER» TYPE IN EACH INTERARRIVAL TIME"
1570 PRINT *“P@SSIBILITY AND THE UPPER BOUND @F THE ASS@CIATED"”
1580 PRINT *"RANDOM NUMBER SET ON A LINE." i
1590 FOR K = 1 T8 A2 ’

1600 INPUT A(K)» B(K)

1610 NEXT K

1620 FBR N = 2 T@ A2

1630 IF ACN) < ACN-1) THEN 1670

1640 IF BC(N) < BC(N-1) THEN 1670

1650 NEXT N

1660 IF B(A2) = 999 THEN 1690

1670 GOSUB 3660

1680 GOTO 1560

1690 PRINT

170C PRINT

1710 PRINT "TYPE IN THE SERVICE TIME INFORMATION IN LIKE MANNER."
1720 FBR K = 1 T@ A3 i
1730 INPUT C(KJ)» D(K)

1740 NEXT K

1750 PRINT

1760 FOR N = 2 TG A3

1770 IF CC(N) < C(N-1) THEN 1810

1780 IF DC(N) < D(N-1) THEN 1810

1790 NEXT N

1800 IF DCA3) = 999 THEN 1830

1810 GOSUB 3660

1820 GOT® 1710

1830 PRINT
1840 PRINT
1850 PRINT
1860 LET A7
1870 LET A8
1880 PRINT
1890 LET A9
1900 LET At
1910 LET Bl
1920 LET BS
1930 LET B2
1940 LET B9
1950 LET B3
1960 LET B4 =
1970 LET ECI)
1980 LET F(1)
1990 LET GC1)
2000 LET H(1)
2010 LET Sd1)
2020 LET T(1)
2030 REM FIRST INTERARRIVAL TIME <J)
2040 LET L1 = RND(0>*1000

2050 FBR K = 1 T@ A2

1
[+
%5

NeENBENH=-_O0O0DO0OCOQOQO™

000000
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2060 IF L1 <= B(K) THEN 2080
2070 GBTE 2100

2080 LET L = K

2090 GOTA2110

2100 NEXT K

2110 LET JC13=ACL)

2120 LET I1 = 1

2130 LET Jl = 1

2140 LET K1 = 1

2150 REM SYSTEM ENTRANCE TIMES (E)
2160 LET ECI1+1)=JCI1I+ECID)
2170 REM TEST FOR TIME @VERFLOW
2180 IF ECI1+1) > AS THEN 2610
2190 REM SUBSEQUENT INTERARRIVAL TIMES (J)
2200 LET L1 = RNDC0O)*1000

2210 FOR K = 1 T8 A2

2220 IF L1 <= B(K) THEN 2240
2230 GBT? 2260

2240 LET L = K

2250 GOTO 2270

2260 NEXT K

2270 LET J(Il+1>= ACL)

2280 LET K1 =Ki+l

2290 REM QUEUE LENGTHS (G)

2300 LET G(CK1)=G(K1-1)

2310 IF E(K1)<SC(J1) THEN 2360
2320 IF E(K1)=S(J1) THEN 2340
2330 GOT@ 2380

2340 LET Jl = Ji+1

2350 GOT@ 2430

2360 LET G(K1)=G(K1)+1

2370 GOTO 2430

2380 LET J1 = Jl+1

2390 IF G(K1) <= O THEN 2430
2400 LET G(K1)=G(K1)~1

2410 GOT? 2310

2420 REM SERVICE TIMES (H)

2430 LET L1 = RNDC0>*1000

2440 FOR K = 1 T@ A3

2450 IF L1>D(K) THEN 2480

2460 LET L = K

2470 GOTO 2490

2480 NEXT K

2490 LET HCI1+1)=C(L)

2500 REM SERVICE ENTRANCE TIMES (T)
2510 IF SC(I1)>ECI1+1) THEN 2540
2520 LET TC(11+1)=E(I1+1)

2530 G@Ta 2560

2540 LET TCI1+1)=S(11)

2550 REM SERVICE DEPARTURE TIMES (S)
2560 LET SCI1+1)a3HC(I1+1)+TCI1+1)
2570 REM WAITING TIMES FOR SERVICE (F)
2580 LET FCI1+1)=T(Ii+1)-ECI1+1)
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2590 LET I1 =11+l

2600 GOTG 2160

2610 LET B6 = 0

2620 LET B7 = 0

2630 FOR K =2 T2 11

2640 LET B6 = B6 + H(K)

2650 LET B7 = B7 + F(K)

2660 NEXT K

2670 REM AVERAGE SERVICE TIME

2680 LET B9 = B9 + B6 /7 (I1-1)

2690 LET B8 = Il - 1

2700 REM AVERAGE WAITING TIME

2710 LET Bl = Bl + B7 7/ B8

2720 REM CUMULATIVE ARRIVALS

2730 LET BS = BS + B8

2740 LET B6 = 0

2750 REM AVERAGE QUEUE LENGTH

2760 FAR W = 1 TO I1

2770 IF G(W) = 0 THEN 2890

2780 LET B7 = G(W)

2790 IF E(W+1) > S(W-B7) THEN 2820
2800 LET B6 = B6 + G(W) * J(W)

2810 GOT@ 2890

2820 LET B6 = B6 + G(W) * (S(W-B7) - ECW))
2830 FAR W1 = GC(W) - 1 T® O STEP -1~
2840 IF E(W+1) >= S(W~-W1> THEN 2870
2850 LET B6 = B6 + W1 * C(E(W+1) = SC(W=-W1-1))
2860 GOT@ 2890 ' .
2870 LET B6 = B6 + W1 * (S(W-W1) = S(W-Wl-1))
2880 NEXT W1 s ’
2890 NEXT W

2900 LET B2 = B2 + B6 7 EC(11+1D

2910 REM IDLE TIMES (W)

2920 LET B6 = 0O

2930 LET UC1)=JC(1)

2940 LET Bé6 = B6 + U(1)

2950 FOR K = 2 T8 11

2960 LET U(K) = ECK+1) - S(K)

2970 IF UCK) >= 0 THEN 2990

2980 LET UCK) = O

2990 LET B6 = B6 + U(K)

3000 NEXT K

3010 REM AVERAGE FACILITY UTILIZATI@N
3020 LET B7 = B6

3030 LET B8 = ECI1+1)

3040 LET B3 =B3+1.-B7/B8

3050 LET A1 = Al + 1

3060 LET B4 = B4+t

3070 REM TEST FOR SET COMPLETED

3080 IF B4 <= A7 THEN 1970

3090 REM SET SUMMARIES

3100 LET M(CA9) = Bl

3110 LET VCA9) = BS
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3120 LET NCA9) = B2
3130 LET W(CA9) = B9
3140 LET @8¢A9) = B3

3150 REM FIRST SET 8NLY
3160 IF A9>1 THEN 3240

3170 LET PC1) = M(1) /7 A7
3180 LET X<1) = V(1) 7/ A7
3190 LET QC1) = N(1) / A7
3200 LET Y(1) = W(1) / A7
3210 LET R(1) = @C1) /7 A7

3220 GAT? 3290
3230 REM ALL OTHER SETS

3240 LET PCA9) = {PZA9-1) * (A8-ATI+M(AI9)) / A8

3250 LET X(CA9) = (XCA9~1) * C(A8=-AT)Y+VCA9)) / A8

3260 LET QCA9) = (QCA9-1) * CAB-ATI+NCA9))Y / A8

3270 LET YCA9) = (YCA9-1) * C(AB8-A7I+W(A9)) / A8

3280 LET RCA9) = (RCA9-1) * CA8-ATI+O(CA9)) / AB

3290 LET A8 = A8 + A7

3300 LET A9 = A9+]

3310 1F A9 <= A4 THEN 1910

3320 REM SUMMARY @UTPUT SECTION

3330 PRINT

3340 PRINT ™ SIMULATI®SN AVERAGES?®"™
3350 PRINT * Pt o T LTS SIS 2 DT 2 2 L L A
3360 PRINT ~ -
3370 PRINT

3380 PRINT . THIS SET':

3390 PRINT " CUMULATIVE" -

3400 PRINT " - xkxk kkk'3

3410 PRINT * Aok kokk ke -

3420 PRINT ~ )

3430 FOR K = 1 TO A4

3440 PRINT

3450 PRINT ....0....0000.'.

3460 PRINT “AFTER™ '~~~ '

3470 PRINT TK * AT

3480 PRINT "SIMULATIGNS"

3490 PRINT ®cccccccccecs™

3500 PRINT ~ - crerco-o=

3510 PRINT

3520 PRINT *"NUMBER OF ARRIVALS s (VCK) 7 AT)» X(K)
3530 PRINT - ’ : CT
3540 PRINT "WAITING TIME *s C(MCK) /7 ATY» P(CK)
3550 PRINT ~ - ‘ '
3560 PRINT "QUEUE LENGTH "3 CNCK) /7 A7), (KD
3570 PRINT ~ - :
3580 PRINT *"SERVICE TIME "3 (WCKY 7 AT)» Y(K)
3590 PRINT ~ = ' :
3600 PRINT “FACILITY UTILIZATION %3 (BCK) /7 A7)» RC(K)
3610 PRINT ~ - T : oo
3620 PRINT

3630 NEXT K

3640 GATO 3700
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3650 REM INPUT ERRER SUBROUTINE

3660 PRINT

3670 PRINT “UNACCEPTABLE INPUT!!! CHECK INSTRUCTIBNS AND TRY AGAIN.™
3680 PRINT o -
3690 RETURN

3700 STOP

3710 END

er. Further reproduction prohibited without permissionyaw\w.manaraa.com




181

1000 REM **%x%x LP PROGRAM - BASIC
1010 DIM A(7,12) )

1020 PRINT

1030 PRINT

1040 PRINT "LINEAR PROGRAMMING™
1050 PRINT "“kkkkkk kikkkkiokkkik®
1060 PRINT ~ -

1070 PRINT
1080 PRINT “SUPPLY THE FOLLOWING INFORMATI@N BY ENTERING FIVE INTEGER”™

1090 PRINT "NUMBERS @N ONE LINE, SEPARATED BY CBMMAS.

1100 PRINT

1110 PRINT * (1) TYPE: MAX(C1)> @R MINC(2)™
1120 PRINT " ° N@e. OFz”

1130 PRINT " 2) 'REALVARIABLES"

1140 PRINT " (3% =< CONSTRAINTS®

1150 PRINT " (4) => CONSTRAINTS”

1160 PRINT " (5% = CCNSTRAINTS“

1170 INPUT I1, 13, 14, 16, 17

1180 LET 12 = 14 + 16 + 17

1190 PRINT

1200 PRINT

1210 PRINT "CONSTRAINT INPUT"

1220 PRINT "....'.'... ..09.“

1230 PRINT ~ )

1240 PRINT “THE RIGHTHAND SIDE AND C@EFFICIENT VALUES WILL BE"

1250 PRINT "REQUESTED FOR EACH CONSTRAINT. T@ ENTER THE COEFFICIENT™
1260 PRINT “VALUES, TYPE THE VARIABLE N@. 'AND THE C@EFF. VALUE," =~ ~
1270 PRINT "SEPARATED BY A COMMA. ZERS COEFF. NEED NOT 'BE ENTERED.”
1280 PRINT "EXIT T@ NEXT CONSTRAINT BY ENTERING 0:0"

1290 PRINT
f300 FOR I = 1 TO 12
1310 IF 1 <= 14 THEN 1350

1320 IF I > 14 + 16 THEN 1370

1330 PRINT "CONSTRAINT NG. it 2 £ ey ¢=> TYPE)"
1340 G@ Te 1380 o -
1350 PRINT “CONSTRAINT NO. ™3 I3 * (=< TYPE)"™
1360 G2 T8 1380 -
1370 PRINT “CONSTRAINT NB. "3 I3 * ¢= TYPE)"
1380 PRINT ~ T . T
1390 PRINT "RIGHTHAND SIDE"™

1400 INPUT AC1,3)

1410 PRINT “C@EFFICIENTS"

1420 FOR J =1 T8 I3 -

1430 INPUT K» 29

1440 IF K = 0 THEN 1470

1450 LET ACI,K+3) =729

1460 NEXT J

1470 NEXT I

1480 PRINT

1490 PRINT

1500 PRINT "GBJECTIVE FUNCTIBN INPUT®

lslo PRINT .0.’..... ..0..... .O....
1520 PRINT ~ o TrT
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1530 PRINT “ENTER THE VARIABLE NUMBER AND THE COEFFICIENT VALUE IN"
1540 PRINT "A SIMILAR MANNER." ' C h
1550 PRINT ~ e

1560 LET J9 = 12 + I1

1570 FBR J = 1 T 13

1580 INPUT K, ACJ9,K+3)

1590 NEXT J .

1600 SCRATCH:LPDAT

1610 MAT PRINT3LPDAT:A

1620 RESTORE:LPDAT:

1630 LET I8 = I3 + 14 + 2 * 16 + 17
1640 LET 19 = 16 + 17
1650 LET J1 = 13 + 3
1660 LET J2 = J1 + 1
1670 LET J3 = O )
1680 LET J4 = O

1690 LET J5 = 18 + 3
1700 LET J6 = I2 + 3
1710 LET J7 = O

1720 LET J8 = O

1730 LET K1 = O

1740 1IF 11 = 2 THEN 1780
1750 LET K2 = I2 + 2
1760 LET Al = 1.

1770 G8 T@ 1800

{780 LET K2 = 12 + 1

1790 LET Al = -1.
1800 LET K'= 0 '
1810 F6R I = 1 T@ 12
1820 LET A(1,2) = 0.
{830 LET K=K + 1

1840 LET K3 = J1 + K

1850 IF 1 > 14 THEN 1940
1860 LET A(I»1) = K3 - 3
i870 FOR K4 ='J2 TO JS
1880 IF K3 = K4 THEN 1910
1890 LET A(1,K4) = 0.
1900 S2 T2 ‘1220 '
1910 LET ACI,K4) = 1.
1920 NEXT K4 ’
1930 G2 T8 2170

1940 IF I > (14 + 16) THEN 2060
1950 FOR K4 = J2 T@ JS
1960 IF K3 <> K4 THEN 2020
1970 LET ACI»K4) = -1.
1980 LET J3 = K4 + 1§~
1990 LET A(I1,J3) = 1.
2000 LET A(I»1) = J3'- 3
2010 GO TO 2040 o
2020 IF J3 = K4 THEN 2040
2030 LET A(1,K4) = 0.
2040 NEXT K4 T
2050 G@ T8 2170
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2060 IF 16 <= 0 THEN 2090
2070 LET J3 = J3 + 1

2080 GO TO 2100 ’

2090 LET J3 = K3

2100 LET ACI»1) = J3 - 3
2110 FBR K4 ='J2 T@ JS
2120 IF J3 = K4 THEN 2150
2130 LET ACI,K4) = 0.
2140 G& TP 2160 ’
2150 LET ACI,K4) = 1.
2160 NEXT K4 o

2170 NEXT 1

2180 LET K = J1 + I4 + 16

2190 FOR J = J2 T8 K

2200 LET ACJ92J) = 0.

2210 NEXT J . ' h

2220 LET K4 = K + 16 + 17

2230 IF K4 <= K THEN 2280

2240 LET K3 = K + 1

2250 FOR J = K3 T@ K4

2260 LET A(J9,J) = 9.9ES0 * Al * (-1e)

2270 NEXT J

2280 FBR I = 1 T8 I2

2290 LET KS = A(I»1) + 3.

2300 LET A(CI,2) =" A(J9,K5)

2310 NEXT I ’ o )

2320 FAR I = 1 TO 12

2330 LET ACI2+1,3) = ACI2+1,3) + ACI,2) * A(I»,3)

2340 NEXT I~ A . . AR

2350 FOR J = 4 T JS5

2360 LET ACK2,J) = 0.

2370 FBR I = 1 T8 I2"

2380 LET ACK2,J) = ACK2,J) + A(1,2) * ACI,J)

2390 NEXT I ' ' N ’

2400 LET ACJ6,J) = ACI2+1,J) - ACI2+2,J)

2410 NEXT J ‘ . ” '

2420 LET K1 = K1 + 1

2430 F2R Ké = 4' T8 JS

2440 IF ACJ6s5K6) > O. THEN 3070

24S0 NEXT Ké -

2460 PRINT

2470 PRINT

2480 PRINT

2490 IF 11 = 2 THEN 2520

2500 PRINT “@BJECT FUNCTION MAXIMIZED AT "3 A(I2+1.,3)
2510 60 T@ 2530 ) - T
2520 PRINT "@BJECT FUNCTION MINIMIZED AT "3 A(I2+1,3)
2530 PRINT ~ o T T T
2540 PRINT * *3K13°* ITERATIONS REQUIRED"

2550 PRINT ~ - C ) T

2560 PRINT "INCLUDED VARIABLES"™

2570 PRINT n..;..... ........‘.n

2580 PRINT — - wrwwrr omomees
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2590 PRINT "N8. QUANTITY TYPE™
2600 FOR K8 = 1 T8 12 -
2619 LET Y9 = 9.9E50

2620 FGR I = 1 T0 12

2630 IF Y9 < ACI,1) THEN 2660

2640 LET Y9 = A(I, 1)
2650 LET K9 = 1~
2660 NEXT 1

2670 LET L1 = Y9
2680 PRINT®

2690 IF L1 <= I3 THEN 2730

2700 IF L1 > I3 + I4 THEN 2750

2710 PRINT L1s ACK9,3)3 *  SLACK"

2720 68 T8 2760 ) -

2730 PRINT L13 ACK9,3)3 "  REAL"

2740 60 T8 2760 -

2750 PRINT L13 ACK9,3)3 "  SURPLUS”

2760 LET ACK9s1) = 9.99E50 -

2770 NEXT K8 ~ '

2780 PRINT

2790 PRINT “D@ YBU WISH T@ ALTER ANY DATA VALUES AND RUN AGAIN"
2800 PRINT “(YES = 1» N@& = 2)™° ' -
2810 INPUT N9 . -

2820 IF N9 = 2_THEN 3560

2830 MAT INPUT:LPDAT:A

2840 PRINT ‘

2850 PRINT "T@ ALTER A CONSTRAINT CBEFF., ENTER THE CONSTRAINT N@.,"
2860 PRINT “VARIABLE N@.», AND NEW VALUE, SEPARATED BY COMMAS"” '~ ~
2870 PRINT ~“"CEXIT WITH 0,0,0).% S T

2880 INPUT 15 K» Z9 e

2890 IF I = O THEN 2930

2900 IF K = O THEN 2930

2910 LET ACI,K+3) = 29

2920 GB TO 2880

2930 PRINT

2940 PRINT "T@ ALTER A CONSTRAINT RIGHTHAND SIDE VALUE, ENTER THE®
2950 PRINT "“CONSTRAINT N@. AND THE NEW VALUE CEXIT WITH 08,05
2960 INPUT I, Z9 - o --

2970 IF I = 0 THEN 3000

2980 LET ACI,3) = Z9

2990 GO T8 2960

3000 PRINT

3010 PRINT "T8 ALTER AN 8BJECTIVE FUNCTI@N C@EFF., ENTER THE VARIABLE"
3020 PRINT "N@. AND THE NEW VALUE CEXIT WITR 050%."" ~ S
3030 INPUT R, 29 g S ' T

3040 IF K = O THEN 1600

3050 LET AUJ9,K+3) & 29

3060 68 T8 3030

3070 IF K6 = JS THEN 3140

3080 LET J = K6 + 1~

3090 FBR K = J T .J5

3100 IF ACJ6,K) <= O..THEN 3130

3110 IF ACJ6,K6) >= ACJ6sK) THEN 3130
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3120 LET K6 = K

3130 NEXT K

3140 FOR K7 = 1 T8 12

3150 IF ACK7,K8) > O.. THEN 3210

3160 NEXT K7 v )

3170 PRINT

3180 PRINT

3i90 PRINT *"#%%x%* UNBOUNDED SGLUTION EXEREK"
3200 GB T@ 2780 -
3210 IF K7 = 12 THEN 3310

3220 LET A3 = ACK7,3) / A(K7,K6)

3230 LET J = K7 + 1 ) ’ .

3240 FOR K = J T@ .12

3250 IF ACK.K6) <= 0. THEN 3300

3260 LET A4 = A(K»3) '/ A(K»Ké)

3270 IF A3 <= A4 THEN 3300 '

3280 LET A3 = A4
3290 LET K7 = K
3300 NEXT K

3310 FOR 1 = 1 TO I2

3320 IF I = K7 THEN 3370

3330 LET Q@ = ACI,K6) 7 ACKT,K6)

3340 FOR J = 3'T@ JS =~ '~ -

3350 LET ACI,J) = ACI»J) = CACKT,J) * @
3360 NEXT J =~ oo T )
3370 NEXT 1

3380 LET ACK7,1) K6 - 3

3390 LET ACK7,2) = ACJ95K6)

3400 LET AS = A(K7,K6)

3410 FOR J = 3 T8 JS

3420 LET ACK7,J) = ACK7,J) 7 AS

3430 NEXT J S C

3440 LET ACI2+1,3) = O.

3450 FOR 1 = 1'T@ 12 °

3460 LET ACI241,3) = A(I2+i,3) + A(I,2) * A(L,3)
3470 NEXT I . ~ ° ' T ) o
3480 FOR J = 4 T® JS

3490 LET ACK2,J) = O

3500 FGR I = 1 T8 12~

3510 LET ACK25J) = ACK2,J) + A(I,2) * ACI,J)
3520 NEXT I ' ' . : )
3530 LET ACJ6,J) = ACI2+1,J) - A(lI2+2,J)
3240 NEXT LetlrJd) — ARdeTerds
3550 GO T@ 2420

3560 END
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1000 REM *#*%x% REGRESSIBN ANALYSIS--(REBAS)

1010 DIM AC405,6)s B(6), C(6)» DC6)5 EC6)» FC6Is G(6)» H(E)
1020 DIM IC€6)» J(6)5 R(63I5 LC5), M(5,6)5 NC5)5 8(5), P(6)’
1030 DIM QC6)> RCA0,6), SC5), TC6)» UC2)» V(2)» WCADI» XT40)
1040 INPUT: RBDATA : 17, 16 T o T T
1050 PRINT )

1060 PRINT "THE SAMPLE SIZE (N) IS "3 16

1070 PRINT ~ C -

1080 PRINT "INPUT THE TEST LIMITS F@R SIZE N"

1090 INPUT 0C1), V(D) T

1100 PRINT o

1110 PRINT "INPUT THE TEST LIMITS FOR SIZE N~-1"

1120 INPUT UC2)» V(2) ‘ T

1130 LET 12 = O

1140 LET 14 =0

1150 LET IS = 1

1140 LET A3 = 16

1170 LET 19 = 17 - 1

1180 LET J1 = 19 ¥ |

1190 FOR I3 = 1 T8 16

i200 FBR J2 = 1 T8 17
R

1210 INPUT:
1220 NEXT J2
1230 NEXT I3
1240 GBSUB 5850

1250 PRINT "@RIGINAL DATA"™
i260 GASUB 5860 -
{270 FBR I3 = 1 T2 16

1280 FBR J2 = 1 190 17

1290 PRINT A(I13,J2)»

1300 NEXT J2 °~ o

i310 PRINT

1320 NEXT I3

1330 MAT R = (1) * A

BDATA : A(CI3,J2)

i340 LET J3'=0
i350 LET J4a = 1
1360 LET J5.= 0

1370 IF 14 <> 1 THEN 1400

1380 LET 16 = 16 - 1

1390 LET A3 = 16

1400 FOR J2 = 1 T8 17

1410 LET B(J2) = 0

1420 FOR 13 =1 T8 16

1430 LET BCJ2) = B(J2) + ACI3,J2)
1440 NEXT I3~ ~ ~° °~  ° i
1450 LET CCJ2) = B(J2) 7/ A3

1460 NEXT J2 ~ T

1470 FOR J2 = 1 T8 17

1480 LET DCJ2) = O

1490 FOR 13 =1 T8 16

1500 LET ACI3,J2) = ACI3,J2) - CCJ2)
1510 LET DCJ2) = D(J2) + ACI35J2) t 2
1520 NEXT I3 o

Reproduced with permission of the copyright owner. Further reproduction prohibited without permissionyw\w.manaraa.com



187

1530 LET ECJ2) = SQR(D(J2) /7 (A3 - 1.))
1540 NEXT J2 . S S
1550 FOR J2 = 2 T8 17

1560 LET F¢J2) = O

1570 FOR 13 = 1 T8 16

1580 LET FCJ2) = FCJ2) + ACI3s1) * ACI3,J2)
1590 NEXT I3 ~ ' ‘ T T
1600 LET G¢J2)
1610 LET H(J2)
1620 NEXT.J2 .~
1630 IF I7 <> 2 THEN 1770

i640 FOR 13 = 1 T8 16

1650 LET WCI3) = O

1660 NEXT I3 ~

1670 FBR 13 = 1 T2 16

i680 FOR J2 = | TG 17

1690 LET WCI3) = WCI3) + G(J2) * RCI3,J2)

1700 NEXT J2 ° .

1710 LET WCI3) = WCI3) + H(J2)

i720 NEXT I3 ~ S s

1730 GASUB 5440

1740 IF I4 <> 1 THEN 1770

1750 IF J2 = 1 THEN 1350

1760 IF J3 = 2 THEN 2i10

1770 FER J2 = 2 T8 17~

1780 LET A6 = (DC1) - GCJ2) * FCJ2)) /7 (A3 - 2.)

1790 LET 1¢J2) = SQR(A6) S

1800 LET JCJ2) = SQRCA6™/ D(J2))

1810 LET K(J2) = GCJ2) 7 J(J2> ~

1820 LET LCJ2) = 1. = CA6 / (DC1) 7/ (A3 = 1.)3))

1830 LET T(J2) = 1€J2) /7 SQRCA3) o

1840 NEXT J2 ' .

1850 G@SUB 5850

1860 PRINT “SIMPLE REGRESSION RESULTS"

1870 GBSUB 5860 -

1880 PRINT “VARIABLE"s,"STANDARD"

1890 PRINT "NUMBER", "MEAN", “DEVIATION"

{900 PRINT -~ -~ ~ = =~ -

1910 FGR J2 = 1 T8 17

1920 PRINT J2, CCJ2), ECJ2)

1930 NEXT J2 o

1940 PRINT

1950 PRINT "VARIABLE"»,» "STD DEV*, *STD DEV"

1960 PRINT "NUMBER", “A CBEFF", "B CBEFF", “REGRESS", “B"
1970 PRINT =~ ~ -~ -~ -~~~ = =~~~ - -7 T momre
1980 FOR J2 = 2 T8 17

1990 PRINT J2, HCJ2), GCJ2), 1(€J2)» JC(J2)

2000 NEXT J2 o SR

2010 PRINT

2020 PRINT "VARIABLE",, “CBEFF @F", "ERRGR BF"

2030 PRINT ™NUMBER"™, “T RATIG", "DETERMIN®, “ELEVATION"
2040 PRINT ~. =~ = ~ - - - - T
2050 F@R J2 = 2 T8 17

FCJ2) 7/ D(J2)
CC1) = GCJ2) " CeJ2)

{1 200 | O B P [
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2060 PRINT J2, K(J2)» L(J2)» TCJ2)
2070 NEXT . J2. ' o T
2080 IF I7 <> 2 THEN 2260

2090 IF J3 = 2 THEN 2110

2100 GO TO 4160 Tt

2110 LET 16 = 16 + 1
2120 LET A3 = 16 = ~
2130 FOR J2 = 1 TG 17

2140 LET B(J2) = 0
2{50 FBR 13 = 1.T@ 16
2160 LET B(J2) = B(J2) + R(13,J2)
2i70 NEXT I3 =~ =~ =
2180 LET C(J2) = B(J2) / A3
2190 NEXT J2 . ' '
2200 FOR J2 = 1 T8 17
2210 FB@R I3 = 1 TO I6
2220 LET ACI3,J2) = A(I3,J2) - C(J2)
2230 NEXT I3 oo
2240 NEXT J2
2250 GO TO 4100
2260 FBR I3 = 2 T8 17
2270 FOR J2 = 2 T® 17
2280 LET M(I3-1,J2-1)
2290 FOR J6 =1 T8 16
2300 LET M(13-1,J2-1)
2310 NEXT J6 ™~ 7
2320 NEXT J2
2330 NEXT I3
2340 IF J4 = 2 THEN 2420
2350 FOR 13 = 2 T@ 17
2360 LET M(13-1,17) = O
2370 FOR J6 =1 T8 16
2380 LET M(CI3-1,1I7) = MCI3~1,17) + ACJ6s1) * A(J6513)
2390 NEXT J6 "~ ' o ’ T
2400 NEXT I3 .
2410 G3 TO® 2470
2420 LET JS = JS + 1
2430 FOR 13 = 2 T@ 17
2440 LET M(I3-1,17) = O
2450 NEXT I3 7 T
2460 LET M(JS,17) = |
2470 FOR 13 = 1 T8 19

© 2480 LET 8(¢I3) = I3
2490 LET N(1I3) = I3
2500 NEXT I3.° '
2510 LET J7
2520 F@R 13 1 T8 J7 .
2530 IF ARS?K{13,13)) > 001 THEN 2810
2540 FBR'J8 = 13 T8 19 = -~ )
2550 FOR J9 = 13 TO 19.
2560 1IF ABS(M(J9,J8)) > 001 THEN 2630
2570 NEXT J9 ~ ° o T
2580 NEXT J8

0

MCI3-1,J2-1) + ACJ65,J2) * ACJ6,13)

19 - 1

b S0 [ T |

Reproduced with permission of the copyright owner. Further reproduction prohibited without permissionyw\w.manaraa.com



189

2590 G@SUB 5850

2600 PRINT “GAUSS MULTIPLIERS CANNG@T BE COMPUTED"
2610 GOSUB 5860 ' .
2620 STeP . .

2630 IF J8 <= 13 THEN 2720

2640 LET N¢J1) = N(CI3)>~

2650 LET N(I3) = N(@J8)S

2660 LET N(J8) = N(J13

2670 FOR K1 = 1 T9 19

2680 LET M(K1,J1+1) = MCK1,1I3)
2690 LET M(K1,13) = MCKI»JB)
2700 LET M(K{,J8) = M(KI,J1+1)
2710 NEXT Ki~ i ST
2720 IF J9 <= I3 THEN 2810

2730 F@R K2 = 13 T8 J1 °

2740 LET MCI9+15K2) ="MCI3,K2)
2750 LET M(13,K2) = M(J9,K2) °
2760 LET M(J9>K2% = M(I9+1,K2)
2770 NEXT K2 T

2780 LET @(¢J1) = 6(1I3
2790 LET 08(¢13) = 8(J9)
2800 LET 9(J9) = 6(J1)
2810 LET AB ="MUI3,13)
2820 LET K3 = I3 + 1
2830 FBR K4 = K3 T8 19
2840 LET A9 = M(K4,I3)

2850 IF ABS(CA9) <= .001 THEN 2890

2860 FOR J6 = 13 T@ 'J1~ ’

2870 LET M(K4,J6) = MIK4,J6) ~ CA9 * M(13,J6) / A8)
2880 NEXT J6 ) R T T B
2890 NEXT K4

2900 NEXT I3

2910 IF ABS(M(I9,19)) > .0001 THEN 2960

2920 GOSUB 5850 ° o ” ) '

2930 PRINT "GAUSS MULTIPLIERS CANNGT BE COMPUTED"
2940 €@SUB 5860 B o T -

2950 STOP

2960 LET M(CI95J1) = M(I9,J1) /7 M(I9»19)
2970 LET K5 = Ji1° o T o
2980 FOR K4 = 1°T9 J7

2990 LET K5 = KRS - 1

3000 LET K3 = KS = |

3010 LET B1 =2 0 = ~

3020 FGR 13 = KS TO 19

3030 LET Bl = Bl + M(K3,13) * M(I3>J1)

3G40 NEXT I3

3050 LET M(K3,J1) = (MCK3,J1) = B1) /7 M(K3,K3)
3060 NEXT K4~ ’ . ’ o
3070 FOR K5 = 1 T8 I9

3080 IF N(KS) = K5 THEN 3190

3090 FOR K4 = 1 .T6 19~

3100 IF NCKA4)Y <> KS THEN 3180

3110 LET MCJ1+1,J1) = MCKS,;J1)
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3120 LET MCKS»J1) MC(K4,J1)

3130 LET MCK4>JI) = M(J1+15J1)

3140 LET NCJ1) ="NCKSY -~ 7

3150 LET NCKSI = N(K4)

3160 LET NCK4) = N(J1)

3170 G@ T@ 3190 o

3180 NEXT K&~

3190 NEXT KS

3200 IF 1S = 2 THEN 4500

3210 IF Ja 5> 1 THEN 3270

3220 FOR I3 =71 T8 19~

3230 LET GCI3+i) = MCI3,J1)

3240 NEXT I3 o T

3250 LET J4 = J4 + 1

3260 G@ T 2260 -

3270 LET QCJS) = MCJS»,J1)

3280 IF JS < 19 THEN 2280

3290 LET GC1) 0

3300 F@R 13'= 2 T@ 17

3310 LET G¢1) GC1) + GCI3) *x CCIJ
3320 NEXT I3 e o o
3330 LET G(C1) cc1) - GC1)

3340 FOR 13°= 1. 16716 -

3350 LET WCI3X = 0

3360 NEXT I3 ~ °

3370 FGR 13 = 1 T@ 16

3380 F@R J2 = 2 TO 17

3390 LET WCI3) = WCI3) + G(J2) * R(I3,J2)
3400 NEXT J2 -~~~ -~ 7 7 : T
3410 LET WCI3) = WCI3) + G(1)

3420 NEXT I3 o o

3430 GOSUB 5440

3440 IF 14 <> 1 THEN 3470

3450 IF J3 = 2 THEN 5430

3460 G TG 1350 B

3470 LET B2 = 17

3480 LET B =0

3490 FOR J2'= 2 10 17

non

- ).

3500 LET B3 B3 + G(J2) * F(J2)

3510 NEXT J2 T T

3520 LET A6 = (DC1) - B3) /7 (A3 - B2)

3530 LET B4 = SQRUA6) T ” )

3540 LET BS = 1. = CA6 7 (DC1) / CA3 - 1.2))
35S0 FGR J2 = 2’8 I7 = = T 7 ot T

3560 LET P¢J2) = 6¢J2) * SQR(DCJI2) 7/ D(1))
3570 NEXT J2 °~ °~ = 7 R T
3580 FBR J2 = 2 . T6 17

3590 LET J(J2) SQRCQCJ2-1) * A6)

3600 LET K<¢J2) GCJ2> 7 JlJ2)

3610 NEXT J2 ° T 7

3620 LET A8 = (B3 /7 (B2 - 1.)) / A6

3630 6OSUB S850 ot o

3640 PRINT "MULTIPLE REGRESSION RESULTS"™
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3650 GOSUB 5860

3660 PRINT "VARIABLE"™, “NET REG"», "STD DEV"

3670 PRINT ®NUMBER"™, “CBEFF*", “REGRESS", "T RATI@", "B COEFF”
3680 PRINT ~ . CT

3690 FBR J2 = 2 T8 17

3700 PRINT J2, GCJ2)» JC(J2), KIJ2)» PCJ2D)

3710 NEXT J2 °~ 7 o o

3720 PRINT ~

3730 PRINT "A = "3 G(1)

3740 PRINT "RESID VAR = "3 B4

3750 PRINT ®R2 = ™3 BS' ~ ~

3760 PRINT ™F = "3 A8

3770 68SUB 5850 ~

3780 PRINT “TEST FORECASTS"

3790 GOSUB 5860 - -

3800 PRINT “ARE TEST FORECASTS DESIRED, (YES = 1, NG = 0"
3810 INPUT R = ~ ’ oot T ToTT
3820 IF K9 <= 0 THEN 4100

3830 PRINT ; )

3840 PRINT “ENTER THE X TEST VALUES IN @RDER, ONE PER LINE."
3850 PRINT "EXIT WITH ALL ZER@S."" T T CoTeT
3860 FOR J27= 2 T8 17 - T

3870 INPUT S¢J2)

3880 NEXT J2

3890

3900 FOR J2 = 2 T8 17

3910 IF SC(J2) <> 0 THEN 3940

3920 NEXT J2°

3930 6@ TG 4100

3940 LET B6 = I6

3950 LET B7 = GC1)

3960 FOR J2 = 278 17

3970 LET B7 = B7 + G(J2) * S(J2)
3980 NEXT J2 o T
3990 PRINT

4000 PRINT “F@RECAST VALUE IS "3 B7
4010 IF J3 5= 2 THEN 4090 ~ ~

4020 LET B8 2 0

4030 FOR J2 = 2 T8 I7

4040 LET B8 = B8 + SGR(GCJ2-1)) * (S(J2) = CCJ2))
o g oo, Do % SARISLIATIIY % £5CJE T RLAER
4060 LET B9 = SQRCA6 * (1. + 1../ B6 + B8 * 2))

2070 PRINT “STANDARD ERROR OF THIS F@RECAST IS "3 B9
4080 PRINT ~ ' S
4090 G8 T8 3860

4100 GBSUB 5850

4110 PRINT “SIMPLE PARABBLIC REGRESSIGNS™

4120 G@suB 5860 - T T T T -

4130 LET 19 =
4120 LET J1 = 3
4150 LET Cf = 3
4160 LET 15 & 2
4170 FOR J2 = 2

N

T8 17
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4180 LET J4 = 1
4190 LET JS = 0
4200 LET B3 = 0
4210 FOR 13 = 1 T@ 16

4220 LET ACI3,17+1) = (ACI3,J2) + C(J2)) * 2
4230 LET 83 s 83 £ °('3:I7+1) ’

4240 NEXT I3° ’
4250 LET C(I7+1)
4260 LET D(17+1)
4270 LET F(17+1) o

4280 FOR 13 = 1 ' T8 16

4290 LET A(13,17+1) = ACI3,17+1) = CAI7+D)

4300 LET D(CI7+1) = 'DCI7+#1) + A(13:17+l) t°2

4310 LET FCIT7+13 = F(17+13 + A(I3,1) ¥ ACI3,17+1)
4320 NEXT I3 ~°~ = o o ST

B3 /7 A3
0 -

4330 LET B3 = 0

4340 FOR J6 = 1 TO 16

4350 LET B3 = B3 + A(J6,J2) * A(J6:17+1).
4360 NEXT J6 o o o
4370 LET M(C1,1) = DJ2)

4380 LET M(1,2) = B3

4390 LET M(2,1) = B3

4400 LET M(2,25 = D(I7+1)

4410 IF J4 = 2 THEN 4450
4420 LET M(1,3) FJ2)
4430 LET M(2,3) FCI7+1)
4440 GO TO 2470 SRR
4450 LET J5 = JS + 1

4460 LET M(C1,3) 0

4470 LET M(2,3) 0

4480 LET M(J5,3) = 1

4490 GO T@ 2470 =

4500 IF J4 > 1 _THEN 4550

4510 LET G(C2) = MC1,J1)

4520 LET G6¢23 = M(2,J1)

4530 LET J4 = Ja + 1

4540 G& TG 4370.

4550 LET QCJS) = MCJS,J1)

4560 IF JS < 19 THEN 4370

4570 LET GC1) = CCi) -'6(2) * C(J2) - G(3) * C(I7+1)
4580 LET B3™= G(2) * F(J2) + G(3) * F(17+1)
4590 LET A6 = (D(1) - B3) '/ (A3'= C1)~

4600 LET B4 = SQRtA6&Y ~

4610 LET BS = 1..= (A6 / (DC1) / CA3 - 1.)))

4620 LET PC2) =7G(2) * SAR(DIJI2Y 7 DC1I5 "~~~

4630 LET P(3) G(3) * SQR(DCI7+1) /' 'DI1))

4640 LET J(2) SARCQC1Y * 'A6) che

4650 LET J(3) SQRCQC2Y * A6)

4660 LET K(2) GC2Y /7 J¢2>

4670 LET K(3) 6C3% 7 J(B)

4680 LET AB = (B3 7 2:) 7/ A6

4690 LET RC1,J2) ="6CTS ~

4700 FOR J6°= 2°T0 3~

| (BT O I} ll
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4710 LET R(J65J2) = 6(CJ&)
4720 LET R(J6+2,J2) =
4730 LET R(J6+4,J25 = K(J6)

4740 LET R(J6+6,72) PC(J6)
4750 NEXT J6 ~ =~ '~ T
4760 LET R(10,J2) = B4
4770 LET R(i1,J2) = B3
4780 LET R(§2,J2) = BS
4790 LET R(13,J2) = A8

4800 NEXT J2°

4810 PRINT "VARIABLE"™

4820 PRINT ™NUMBER"™, *"A", *“B1", "B2"

4830 PRINT =, '~~~ -~ =~ =™ == ~°

4840 FOR J2 = 2 T@ 17

4850 PRINT J2, R€1,J2), R(€2,J2)» R(3,J2)

4860 NEXT J2 e ’ o : ‘

4870 PRINT

4880 PRINT “VARIABLE", *STD DEV*, “STD DEV"

4890 FRINT ®NUMBER™, ““B1', “B2'; "T1", *"T2"

4900 PRINT ~ . - T T s s T

4910 FOR J2 = 2 T@ 17

4920 PRINT J2, RC€45J2)» R(S5,J2)s R(6,J2)» R(7,J2)
4930 NEXT J2 =~~~ 7 ) . ) - DU
4940 PRINT

4950 PRINT *“VARIABLE"™»»,» *'STD DEV"

4960 PRINT ™NUMBER"™, “BETA 1", "BETA 2", "REGRESS"
4970 PRINT ~ - -t s s T
4980 FOR J2 = 2 T@ 17

4990 PRINT J2, R(8,J2), R(€9,J2), R(10,J2)

5000 NEXT J2 T T o

5010 PRINT

S020 PRINT "VARIABLE", "EXP*» “MULT", *F"

S030 PRINT ™NUMBER®; “"VAR"™, “R2", "RATI3"

5040 PRINT ~ S

5050 FBR J2 = 2 TO 17

S060 PRINT J2, RC11,J2), R(C12,J2)» RC13,J2)

5070 NEXT J2 ° e e T -

5080 IF I7 = 2 THEN 5430

5090 GASUB 5850 :

S100 PRINT “SIMPLE LINEAR INTERCORRELATIGNS"

5110 GASUB 5860 ; T - -

S120 LET K6 = 17 - 1
. 5130 FOR J2 = 2 TP Ré6
5140 FOR 13 = 1 TO 16

S150 LET ACI3»1) = AC13,J2)

5160 NEXT I3 -~ =~ =~ 7

5170 LET CC1) = C(J2)

si80 LET DCI) = D(J2)

Si90 LET K7°= J2 # {°

S200 FOR J8 = K7 T9 17

S210 LET F¢(J8) = O

S220 FOR 13 ="1 T8 16

5230 LET FUJ8) = F(J8) + A(I3,1) * ACI3»J8)
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5240 NEXT I3
5250 LET 6¢J8)
5260 LET H(J8)
5270 LET A6 = ¢
5280 LET 1¢J8)°
5290 LET J(J8)
5300 LET K(J8)
5310 LET L(J8)
5320 PRINT ™ DV IV
5330 PRINT J23 J§ ~
””

F¢J8) / DCJ8)

CC1) = GCJB) * CCJB)

C1Y 2 BJB) % F(JB)) / CA3 - 24
Reacy oy & nom O LR
SGR{AS / DCJ8))

6CJ8) / JCJ8)

1 .= CA6 7 (DCJ2) /7 CA3 - 1+3))

o n.n.

5340 PRINT A = "3 HW®

5350 PRINT " B = "3 G(JB)

5360 PRINT ® $TD ERR OF EST = .3 1(J8)
5370 PRIRT " STD DEV @F B = ™37 JCJ8) ~
5380 PRINT " T RATIO@ = "3 K(J8) ~ ~
5390 PRINT " R2 = *'3 L(I8) ~

5400 PRINT ~ o7 ’

S410 NEXT J8
5420 NEXT J2

S430 STOP .

S440 LET 14 =0

5450 LET J3 = J3 + 1
5460 FOR 13 = 170 16

5470 LET X¢I3) = RC13,1) - W(I3)
5480 NEXT I3 .~ o Tt T

5490 LET K8 = 16 - 1

SS00 LET C2 =0 '~ ~

S$510 FOR I3 = 1 TO K8

$520 LET C2 = €2 + (X(CI3+1) - X(I3)) ¢t 2
5530 NEXT I3 Coo T Tt
5540 LET C3 = O

SS50 FR I3 = 1 TO 16

5560 LET C3

C3 + X(I3) * 2
5570 NEXT 13. '~ = 7 7

$S80 LET B6 = 16
$590 LET C4 = K8
5600 LET C5 = (C2 7 C4) 7/ (C3 / B&)

5610 IF UCJ3)Y 5 CS THREN 5640

5620 IF C5 > 'V(J3) THEN S640

5630 G@ T@ 5840

5640 LET 14 = 1}

5650 IF J3'>= 2 THEN 5710

5660 G@SUB 5850 -

5670 PRINT "AUTOCERRELATIBN EXISTS™

5680 PRINT K = ®3 UlJ2)3 * ~ v = "3 C5s " KPRIME = *3 V(J3)
5690 GBSUB 5860 ~ T - - T CoT
5700 6@ T@ S760

5710 GOSUB 5850

5720 PRINT "AUTOCGRRELATION EXISTS WHEN FIRST DIFFSY

5730 PRINT ™ARE OSED AS VARIABLES--STOP™ "~ R

5740 GOSUB 5860 ’ ' oo -

5750 GO TO 5840

5760 FAR J2 = 1 T8 17
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5770 FOR I3 = 1 TO K8

5780 LET ACI3,J2) = RC(I3+1,J2) - R(13,J2)

5790 NEXT I3 ' T T UYL T L. nETTYEL

5800 NEXT J2

5810 GASUB S850

5820 PRINT “REGRESSI@N COEFFS CALCULATED FROM FIRST DIFFS"
5830 GOSUB 5860 T T o ’ T
5840 RETURN

5850 PRINT

5860 PRINT

S870 PRINT

5880 RETURN

5890 END
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" QUEING ._.SIMULATION
> <P LDLCPI>CILIFCICICBLPC><C><><E><><><>

INPUT DATA
siesiesie sk sk sk okokefe ki skl ok AR Aok R
HEW MANY INTERARRIVAL TIME PGSSIBILITIES

(1 TOo 10)
?°5 T

HOW MANY SERVICE TIME P@SSIBILITIES (1 T@ 10)
> 4 - ve AT g g S-S

HoW MANY SETS OF 100 SIMULITIONS DESIRED
¢1 TG 10) ~ T ' ) T
?-{0 C

DESIRED TIME PERIGD IN MINUTES
27100~~~ 7 ) i

IN ASCENDING GRDER» TYPE IN EACH INTERARRIVAL
TIME P@SSIBILITY AND THE UPPER BOUND @F THE'
ASSBCIATED RANDOM NUMBER SET ON A LINE¢

? 2,99 - T

? 4,299

2 65 699

2 8,899

? 10,999

TYPE IN THE SERVICE TIME INFORMATION IN LIKE
MANNER.. ~ = . - C ‘ :
?’ 2:' 399

2 45699

? 65,899

? 8,999
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SIMULATIGN AVERAGES
sl sk ok e sk sie st s sk sk ke s sk s sfe o ke sk i sie ke ks o ek e ke sie sk ok ok ok ok

THIS SET CUMULATIVE
skksek ckokk sk ok Rk R
'AFTER'“”“;""" )
100
YSIﬂULATIGNS
NUMBE_R QF ARR; VALS !6. {;QOOO } 6. stOOO
WAITING TIME ’ 0.877}5 0f877!$
QUEUE LENGTH | ~ 0.14022 0.14022
SERVICE TIME ) 4:11213 4:11213
FACILITY UTILIZATION 0. 63380 0. 63380
AFTER ™77
"1000
SIMULATIONS
NUMBER OF ARRIVALS 16. 80000 1645000
WAITING TIME 1. 49939 085619
QUEUE LENGTH 0.24911 - 0,13781
SERVICE TIME 4. 28783 4: 00890
FACILITY UTILIZATION 0,675 0. 62253

Reproduced with permission of the copyright owner. Further reproduction prohibited without permissionyw\w.manaraa.com



198

LINEAR PROGRAMMING
soksdekokw  skoksksksksekkokkk

SUPPLY THE FOLLOWING INFORMATION BY ENTERING
FIVE INTEGER NUMBERS ON @NE LINE, SEPARATED’

BY COMMAS. .
(1) TYPE: MAX(1> OR MINC(2)
S N@. BFs el
2> ""REAL VARIABLES
(3) =< CONSTRAINTS
4) => CONSTRAINTS
4-P] = CONSTRAINTS

? 2515535550

CINSTRAINT INPUT

® 0 OO0 OGO OSSO  SeSey .
csesscacstesetessces sssescsean

THE RIGHTHAND SIDE AND COEFFICIENT VALUES WILL
BE 'REQUESTED FOR EACH CBNSTRAINT. T2 INPUT THE
COEFFICIENT VALUESs ENTER THE VARIABLE N@..AND
THE COEFF..VALUE, SEPARATED BY A COMMA. . ZER@
CGEFF. NEED N@T BE ENTERED..EXIT T0 NEXT =~
CONSTRAINT BY ENTERING 0,0° =~ T

CONSTRAINT NB..1 (=< TYPE) -

RIGHTHAND SIDE
2 200 . e

CZEFFICIENTS
? 1,1 7

? 251

? 3»1

o)

4:1

-

? S»1

) -

0:'0
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CONSTRAINT N@..2 (=< TYPE)

RIGHTHAND SIDE
?!00. i

COEFFICIENTS
? 651 dee

?7:!

? 81

[

9:1

)

10-1
? 0,0
CONSTRAINT N@. 3 (=< TYPE)

RIGHTHAND SIDE
27150 S wTET

COEFFICIENTS

? 11,12

? 1251

? 13,1

? 14,1

? 15,1

? 0,0

CONSTRAINT Nﬁ:.é (=> TYPE)

RIGHTHAND SIDE
? 80

COEFFICIENTS

21
? 61

? 1.1

-

ub[jLilaﬂﬁl;;i!lu-;iIEDI
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CONSTRAINT NB..5  (=> TYPE)

RIGHTHAND SIDE
? 90

COEFFICIENTS
5 2:’!._ p

2 751

? 12,1

[V

0,0
CONSTRAINT No..6  (=> TYPE)

RIGHTHAND SIDE
? 100 '

COEFFICIENTS /
2 31 '
';8:1

13,1 -

(0]

2 050

CONSTRAINT NG..7  (=> TYPE)
RIGHTHAND SIDE

270 o

COEFFICIENTS :

?4:! T )

';’ 9:!.

? 141

?2 0,0

TN
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CONSTRAINT N@. &  (=> TYPE)

RIGHTHAND SIDE
? 60 ' )

COEFFICIENTS
S

? 10,1
2 1551

';’ 0_:0

@BJECTIVE FUNCTION INPUT

e wsessissiescceress

ENTER THE VARIABLE MUMBER AND THE C@EFFICIENT
VALUE IN A SIMILAR MANNER.. ~ ~ ~

? 15

':’2:1

w
+ Q)
‘e
()}

? 4,3
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@BJECT FUNCTION MINIMIZED AT  7.70000E+02
16 ITERATIONS REQUIRED
INCLUDED VARIABLES

0 S0 0GOS .00 OGSO SOGOOES .
sesssorosasoann et seesccantan

Ng.  QUANTITY TYPE
2 9.00000E+01  REAL

_ 4 0.00000E+00  REAL
5 6. 00000E+01  REAL
6 - 8.00000E+01  REAL
8 2.00000E+01  REAL
13 © 8.00000E+01  REAL
14 7.00000E+01  REAL
16 5.00000E+01  SLACK

D3 YU WiSH TO ALTER ANY DATA VALUES AND

2 1

T@ ALTER A CONSTRAINT COEFF., ENTER THE
CONSTRAINT N@.» VARIABLE NB.> AND NEW VALUE,
SEPARATED BY TOMMAS (EXIT WITH 050,0).. 7
2°0,0,0 - - A - TETILL

T0 ALTER A CONSTRAINT RIGHTHAND SIDE VALUE,
ENTER THE CONSTRAINT N@..AND THE NEW VALUE
CEXIT WITH 0,0).. o o7 o
? 0,0 T

T ALTER AN @BJECTiVE FUNCTION CBEFF.» ENTER

THE VARIABLE N@. AND 'NEW VALUE CEXIT 'WITH 0,0)..
2 3,1 - om T R cL T EIL

2 Q-0
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BBJECT FUNCTION MINIMIZED AT  6.00000E+02

15 ITERATIONS REQUIRED

INCLUDED VARIABLES

I TR RN T

N@.. = QUANTITY TYPE
e 4-00000E+01 ~  REAL:
3 1,00000E402  REAL.
5 6+00000E+01  REAL
6 8.00000E+01  REAL.

12 5s00000E+01  REAL

14 7.00000E+01 REAL

17 2.00000E+01  SLACK-

18 3.00000E+01  SLACK

DG YBU WISH T@ ALTER ANY DATA VALUES AND
RUN AGAIN \YES = 1, N@ = 2) ~ o
RUN AGAIN w¥E5 = 2 = 2
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204

LIMITS FOR SIZE N

INPUT THE TEST LIMITS FOR SIZE N-1

? 1:35,2.87

BRIGINAL DATA

0.960000E+02
0. 830000E+02
0+ 126000E+03
0. 610000E+02
0 590000E+02
0. 900000E+02
0.820000E+02
0. 880000E+02
0.860000E+02
0+ 760000E+02
0. 102000E+03
0+ 108000E+03
0.960000E+02
0<700000E+02
0+~ 800000E+02
0. 113000E+03
0« 760000E+02
0. 740000E+02
0. 9800GCE+02
0<800000E+02

0.200000E+01
0+ 30000CE+01
0+ 400000E+01
0+"'100000E+01
0. 10000CE+01
0+ 100000E+01
0+ 300000E+01
0<200000E+01
0+ 200000E+01
0+ 300000E+01
0+ 200000E+01
0<300000E+01
O< 400000E+01
0<200000E+01
07 100000E+01
0+ 300000E+01
0<200000E+01
0. 100000E+01
‘0 200000E+01
0. 200000E+01

0. 130000E+C2
0<000000E+90
G+ 140000E+02
0. 4600000E+01
0+ 100000E+01
0+ 900000E+01

0v60C000E+01"

0. 120000E+02
0+ 700000E+01
0+ 200000E+01
07 170000E+02
O+ 1S0000E+02
G+ 700000E+01
0+ 000000E+00
0. 120000E+02
0. 1600G0E+0Q2
0+ 200000E+01
G+ 600000E+01
O+ 120000E+02
OIESOOOOE+O2

0. 60000GE+01
0+ 220000E+02
0 180000E+02
0-800000E+G1
0% 120000E+02
0+ 100G0CE+02
07 170000E+02
0+ 110000E+02
0% 160000E+02
0~ 230000E+02
0% 700000E+01
0% 120000E+02
0~ 240000E+02
0% 160000E+02
0v900000E+0]
0% 110000E+02
0+~ £20000E+02
0% 110000E+02
0+ 180000E+02
0~800000E+01
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SIMPLE REGRESSION RESULTS

VARIABLE STANDARD
NUMBER MEAN DEVIATION
1 0.872000E+02 0. 169445E+02
2 0.-220000E+01 0v951453E+00
3 0.885000E+01 0v598724E+01
4 0+ 139500E+02 0.565197E+01
VARIABLE
NUMBER A COEFF B COEFF
2 0. 624884E+02 0.112325E+02
3 0~ 694019E+02 0<201109E+01
4 0-868736E+02 05233957E-01
VARIABLE COEFF OF
'NUMBER T RATIO DETERMIN
2 0e344831E+01 0.364354E+00
3 0. 425617E+01 O+ 473902E#00
4 0+331098E-01 -<554913E-01
MULTIPLE REGRESSION RESULTS
VARIABLE NET REG STD DEV
NUMBER COEFF REGRESS
2 0.502990E+01 0.371819E+01
3 0. 262735E+01 0VS90S0SE+00
4 07120583E+01 0-789248E+00
A = 0.360609E+02
RESID VAR =  0.746464E+01
R2 = 0.806 T T T
F = 2730

STD DEV
REGRESS

0. 135094E+02
0. 122902E+02
0% 174083E¥02
ERROR OF
ELEVATION

0+ 302079E+01
0 274819E¥01
0389281401

T RATIO
0. 135278E+01
0+ 444704E+01
0 152782E+ 01

STD DEV
45,_

0.325741E+01
0+ 472511E+00
0% 706609E+00

B COEFF

0.282435E+00
0.925256E+00
0540221 4E+00
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ARE TEST FORECASTS DESIRED (YES = 1, NO = 0)

ON ONE LINE, ENTER THE X TEST VALUES IN ORDER,
SEPARATED BY COMMAS. . "EXIT WITH ALL ZER@S..
50,1500 T T T

FGRECAST VALUE IS

0.303555E+03

STANDARD §RR?R oF TH;S'EQR§§$ST'§S

2 05050

SIMPLE PARABZLIC REGRESSIONS

VARIABLE
'NUMBER

2
3
4

VARIABLE
'NUMBER

2
3
4

VARIABLE
'NUMBER

2
3
4

VARIABLE
'NUMBER

2
3
4

A

0. 639103E+02

0. 701469E+02

0<803826E+02

STD DEV
B1”

0. 163262E+02
0. 182130E+01
0% 26 100SE¥01

BETA 1

0.550282E+00
0~598534E+00
0<335906E+00
EXP
VAR

0.217168E+04
0-274131E+04
0+ 152711E+02

B1
0.980000E+01
0-169959E+01

0+ 100703E+01

STD DEV
B2

0.338462E+01
0. 101082E+00
0% 150827E+00

BETA 2

0.821898E=-01
0+ 113820E£%00
= 332249E+00
\ MULT

R2

0. 327282E+00
0+ 443985L+00
-?!!AS!BEfOO

0. 170441E+03

B2

0.303448E+00
0v179379E-01
-+325886E701

T
C. 60C263E+00
0.933176E+00
0% 218444E+00
STD DEV
REGRESS

0. 138978E+02

0. 126349E+02

07 178884E+402
F

RATIO

0.562181E+01
0V 85858BE+01
0.233614E=01

T2
0.896549E~-01
0. 177458E¥00
~3216066E+00
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SIMPLE LINEAR INTERCERRELATIONS

DV iv

2 '3 .
A= 0.204826E+01
B = 0+ 171458E-01
STD ERR'OF EST £ ~ 0.971857E+00
STD DEV OF B = = 0.373639E-01
T RATIO = ~0.458887E+00 ~
R2 = = =-.433497E-01

DV v

2 T4

A= Q. T4T426E+00

B = 0+ 104127E+00

STD ERRGF EST = 0+768084E+00
STD DEV OF B = ~ 0.311769E-01
T RATI® = 0<333989E+01 "~ °
R2 = ~ 0:348307E4+00 77

A= 0. 179091E+02

B = - 849395E+00

STD ERR'GOF EST =  0.483386E+01
STD DEV @F B = ~ 0.196208E+00 ~
T RATIO = ~=-<330972E+01 ~

. R2 = ~0s343792E+00"

sTep - - eealden"y
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SYSTEM: © DATE:

## I J TIME CanN CPU 1o MISC
l- ; -l i 9:05 ) ) i ) ) ) i
2- ; -l ) 9:25 ) i i i i i i
3- ; -l i 9:2; i i i i i ) i
ST Tewme T T T T T
s s 1 Tesso T T T
6- ; -2 ) 9:5; ) i i i i ) i
7- ; -2 -10:05 i i i i i ) i
S— ; -l -10:0; i i i i i ) i
9- ; -2 -10:18 ) i i i i i i

10- ; -2 -1031; ) i i ) ) ) i

ll- ; -3 -10:25 ) i i ) i ) i

12- ; -3 -10:2; ) ) i ) i ) i

13- ; -1 -10:36 ) i i ) i ) i

14- ; -2 -10355 ) i i ) i ) )

15- ; -l -11218 i i i ) i ) i

16- ; -2 -11225 ) i ) ) i ) i

17- ; -3 -11:48 ) i i ) i ) i

18- ; -3 -1134; ) i i ) i ) )

19- ; -1 -12:0; ) i i ) i ) i

20- ; -3 -12318 ) i i ) i ) i

21- ; -2 ‘1231; i i i ) i ) i

22- ; -2 -1232; ) i i ) ) ) i

23- ; -3 -12338 ) i i ) i ) i

24- ; -3 -1223; ) i i ) i ) i

25- ; -2 -12:4; ) i i ) ) ) i

26- ; -3 ) 130; ) i i ] i ) i

27- ; -3 ] 122; ) i i ) i ) i
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SYSTEM A
TIMES AND CHARGES
- o vkeshe ok ook she e ok skl ke ok sk ke ok
CONNECT CPU 1/0 TOTAL
" TASK RUN (HRS) ($ (SEC) (3) (SEC) (%) CHARGE

1 1 .012  0.12 17.0  0.85 1.4  .0.04 1.01
3 <017 0417 179 0489 3.0 0.09 . 1+16
AVERAGE <014 ~0.14 '17.2 086 2.0  '0.06 106
2 1 060 0.60 18.5 0.93 7.8 0.23 " 1.76
2 +057 0+57 19.4 0¢97 7.0 - 0.21 1475

3 wo0s2 0,52 18.2 0491 Se7 0517 1461
AVERAGE <056 0456 ~18:7 0.93 68 0220 1,70
3 1 .046 0.46 . 245 0.13 3.2 0.10 0. 68
2 7046 0% 46 2.9 014 3.7 ovlil 0v71

3 .045 0« 45 2+ 6 0v13 2v1 0.06 064

AVERAGE <045 0445 2.7 0413 3.0 . 009 ~U-68
4 1 096 0.96 4.8 0.24 399 1.20 2. 40
2 <139 1539 5.3 0.26 37-7 1.13  2.78

3 132 132 Se4 0.27 3754 1712 271
AVERAGE <122 1.22 ~5¢ "0.26 38¥3 INI5 263
S 1 .112 1012 2.5 0.13 2840 0.84 2.08
2,027 0s27 3e1 015 11e7 0«35 0.78

3 <026 026 149 0s09 122 037 0.72
AVERAGE +055 055 25 0912 TI7Y3  0vs2 1.9
6 1 023 0.23 18.9 0.94 5.5 0.16 1.34
2 024 024 1976 0.98 5.2 0716 1238

3 023 0:23 1943 0497 3.6 0:11 1331

AVERAGE «024 0424 1943 0-96 4-8 0. 14 ‘!.34
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SYSTEM A
TIMES AND CHARGES (CONT.)
kkkokdkokdorkkRkRRKRKRER T
CONNECT QPU 1{0 i TOTAL
TASK RUN (HRS) (3 (SEC) (%) (SEC) ($) QHARGﬁv
7 1 «982 9.82 344.6 17.23 645 1,93 28.98
2 «714 Teld 344.7 17.23 630 189 2627
3 ;276 276 340;} 17;01 497 1349 2;225
AVE&AG; « 557 657 343.1 @7&;6 _'59;@ ‘“§:77 B5.50
8 1 e 278 278 82. 1 4010 120+ 4 3«61 10.50
2 364 3.64 8l.1 4,06 119.2 358 11.27
3 +308 3.08 82.3 4711 11248 3.38 10.58

AVERAGE <316 "3.16 '81.8 4009 TIT.S 3.52 ?ﬂ;?g

. 9 1 <157 157 18.4 0.92 20.5 0.62 . 3.11

2 «152 1.52 18+ 4 0.92 18.8 0. 56 3.01

3 E%SQ !?53 18.2 0{9} 20.3 0!6; 3;05

AVERAGE +154 “§¥54 _”?833 "g.92 ”?9?9 "0 60 "3¥05
OVERALL ' :

AVERAGE 116! le61 - 5645 283 29.8 0.90 5:33
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SYSTEM B

TIMES AND CHARGES

s she o sk e e o ke ok ke ok ki ke ke ok
QQNNECT CPU ‘170 TOTAL
TASK RUN (HRS)  ($) <5Ec$ ($)  (SEOQ) ($)  CHARGE
! 1 .01_4 014 131 0«65 . 19 0.06 0«85
2 +013 0.13 133 Qe 66 1.7 0,05 0.85
3 -010 0'.’@0 1_2.’9 0. 64 ;'.'8 0'.’05_ 0.80

AVERAGE f012 0612 1361 '0.65 1.8 "0, 05 '0.83

2 1 <059 0.59  15.8 0.79 6.7  0.20  1.58
2 .053 0453 15s4  0.77 4.8 0014 1744

3 <071 0571  15v8 0379 505  0v16 1766
AVE.MGg :. 06-1- ‘ . -0..| 61. . ”!‘5...‘7 - n0¢.4 78 .o ’5'.'7 . . ..0-..'!.7 - ‘.;‘..--5.6
3 1 -.047  0.47 2.6 0413 3.4  0.10  0.70
2 .052 0s52 354 0417 2.9  0:09  0.78

3 +04s 046 248 0414 394 0710 0-70
AVERAGE <048 0448 29 TO4I5 732 010 T0L73
4 1 105 1.05 5.9  0.29 2646  0.80  2.14
2 V195 iv95  6s4 0432 37.8 1213 3V40

3 <086 0.86  6s2  0s31 23’3  0.70 1,87

AVERAGE ?129 Te29 ee2 LDEBI "29{2 ”0588 ”2547

5 1 .163 1.63 4.4 0.22 371 lell 2497
2 059 0:59 3.5 017 2740 0.81 . 1458
3 <060  0v60 3.5  0.17 23:8 0:71 1% 49

AVERAGE +094 ©'0v94 3.8 0. 19 '29.3 '0.88 ”2!0?

011 1.20

6 1 023 0.23 17.1 0.86 3.6
2 . <030 0.30 17+2 0.86 379 0.12 1728
3 <020 0-20 179 089 244 0+07 1917

AVERAGE +025 "0e25 17+44 ”QHS7 733 “Di!ﬁ 1e21
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SYSTEM B

TIMES AND CHARGES CCONT.)

seskok sk ok e de ok ek ok ke ko kK ’ h
CZNNECT : CPU I(ﬁ . TQTAL
TASK RUN (HRS) (%) . (SEQ) () CSEC) ($? QHARG;
7 1 219 2.19 . 775 387 34.6 1.04 710
2 . «217 217 T7.8 3.89 32+5 0.98 7.03
3 0297 2.97 7931 395 33.0 0.99 7?91
AVERAGE 244 V44 TI8.1 ”3;91 '33.4 ”1{00 ""7e35
8 1 e 540 5. 40 2642 1«31 .115.4 3+ 46 i0e17
2 271 2.71 25+ 4 1.27 104.3 3.13 7.l
3 ;2}4 2;14 25.1 1.26 102.7 3;08 647

AVERAGE 5342 ‘3e42 2546 '1.28 107.5 '3.22 "7?92

9 1 +251 @ 2451 19.8 0.99 22.8 0. 68 4019
2 <170 1570 2071 101 220 0% 66 336
3 v192 1592 1935 0597 215 0+ 64 3454

AVERAGE «204 2404 1948 0699 2201 0466 "3.70

GVERALL
AVERAGE +129  1.29 20.3  1.01 - 26:2  0.78  3:09
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SYSTEM g
TIMES AND CHARGES
sk sk e s o ok ek sk ok e e o ok e ok
ﬁgNNECT QPU 1/0 TOTAL
TASK RUN (HRS) ($) (SEC) (%) (SEQ} {S) QHARGE

i 1 «012 0.14 8¢5 127 141
i 2 « 008 0.09 8.5 1.27 1.36
; ' F013 014 8¢5 1.27 1:42
2 1 =051 Ge 56 8¢5 127 1.84
2 + 056 0.61 8¢5 1.27 1.89
3 €056 0. 62 9.5 1:42 2:05
AVERAGE «054 8Je0 T T7'B.8 1.32 1.92
3 1 050 0.55 0.5 0.07 Q. 62
2 «050 0+55 0.5 0.07 0.62

3 5049 0;54 0e¢5 0.07 0:62'
4 1 « 097 1.06 05 0.07 - ) ' 114
2 «110 1.21 0.5 0.07 i i.28
3 « 089 0.97 0.5 . 0.07 !?05

AV;RAGE 098 ”?¥08 oGS ”0€07 Ceveeeians ceverenens ”T{?B

5 1 4049  0.54 0.5  0.07 0. 62
2 059 0s65 0-5 007 0.73
3 Y036 0439  0s5 007 _ 0% 47

AV;RAGE ;048 “0?53 ”"UFS “0F07 o e annns REE ”0560

6 1 «022 0«24 13.5 - .2.02 2.27
2 <019  0.20 i2.5 1.87 _ 2.08
3 .017 0.19 !225 @?87 2.06

AVERAGE :0!9 ”Diz? "12{8 ”1592 e eana Creeeine ”2?14
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SYSTEM C

TIMES AND CHARGES CCONT.)

sakskokskokolokkkokkkdkkkk T
CONNECT QPU 1/0 : TATAL
TASK RUN (HRS? (%) (SEC) (sq (559? C (S) QHARGE
2 211 2.32 7265 10.87 < 13.20
3 '.'2!5 ' 2,36 71_'.'5 . !0'.'72 !3’.’09
AVERAGE ..210 . 2.3! 7!..5 !0.72 “taes st ea ....‘...:.. 1.3‘.04
8 1 «165 181 95 1. 42 . 324
2 *151 1.66 8¢5 127 293
3 :;55 1:70 8¢5 ;:27 _ 2.98
AVERAG@ ;?57 ”¥;72 By _"1132 veveinn, rerneneas UGS
9 1 «180 1.98 4¢5 0. 67 2. 66
2 .181 1«99 5¢5 0.82 2.82
3 518; 1599 5;5 0.82 2:8!
AVERAGE I§8§ “g:99 5.2 017 ' “gt?é

BVERALL A
AVERAGE .092 1.01 13.0 1495 2097
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- SYSTEM D

TIMES AND CHARGES
sk v 3k o o ok o 3¢ ok vk 3k e sk ke e ek

CBNNECT CPU 1/0 TOTAL

TASK RUN (HRS) (8>  (SEC) ($)  (SEC) ($)  CHARGE
1 1 027 0.27 8.5 1.27 1454
2 <026 0.26 8.5 1427 1453

3 <044 0. 44 8e 1432 : 1:76
AVERAGE .032 0.3z 86 1.9 T TR e
2 1 055  0.55 10.1 1.51 2.06
2 <056 0.56 1044 156 2,12

3 +055 0+55 947 1e 45 .. 2400
AVERAGE -055  0.55 101  '1.51 TN T TS g6
3 | . 051 0.51 42 0.63 ' 1lel4
3 <057 0457 4.0 04 60 1517
AVERAGE. .054 . 0. 54 B .4.1 . ,0..62 e 4 = PR « st %8 2w . . ..1':.-.1..‘6
4 1 087 0.87 645 0.97 . 1.84
2 112 1.12 602 093 . 2.05

'3 <089 089 6+3 0:94 _ 1584
AVERAGE <096 0,96 653 0495 R 152
S 1 046 . 0e46 3.7 0.55 1.01
2 <035 0. 35 3. 0<55 : 0.90

3 <050 0.50 3 0+55 ' 1506
AVERAGE +044 0044 3.7 0455 T UTTTT 70499
6 1 +0C21 0.21 21.9. 3.28 3.50
2 021 0<21 220 - 3<30 351

3 122 1.22 22.0 330 4:52
AVERAGE +055 ‘0455 2240 329 T Tt 3. B4
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SYSTEM D
TIMES AND CHARGES CCONTe)
35 sk ok sk e e ofe sk e ke sk ko e ok Kok ) ’
CONNECT CPU 1/0 : TOTAL
TASK RUN CHRS) ($)  (SEC) ($)  (SEC) ¢$) CHARGE
7 1 .199 1499 5546 8.34 10.33
2' <227 2e27 5549 8.38 10465
3 <253 2,53  55¢3 8429 10.83
AVERAGE +226  2.26 '55:6 '8.34 e et 10060
8 1 261 2.61 2548 3.87 6o 48
2 <176 176 264 3,96 5,72
3 <274 2,74 2141 406 ‘ 6+80
AVERAGE +237 2037 26v4 396 T T 6434
9 1 216 2.16 21.4 3.21 5.37
2 <215 2.15 . 21+1 3.16 5.32
3 <187 187  21.6 3.24 Se11
- AVERAGE +206 2.06 ~21s4 3520 U0 U 5487
GVERALL. .
AVERAGE 112 - 1.12. 1746 2464 375

1
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SYSTEM E
TIMES AND CHARGES
3k 3k 3 3k 3k e 3k ke 3k 2 ok 3k 3K vk e ok K

CONNECT CPU 1/0 TOTAL

TASK RUN (HRS) (8>  (SEC) ¢$)  (SEC) ($)  CHARGE
1 1 036 0.36 11.0 1.65 : 2.01
2 <039 0.39 11.3 1569 , 2,09

3 <033 0:33 114 171 2,04
AVERAGE +036 0436 '11.2 T1.68 R R Y- N 11
2 1 .086 0.86 141 2411 : 2.97
2 <067 0¢67 1349 2,08 2.75

3 <090 090 1249 1093 | 2784
AVERAGE 081  0.81 13,6 204 T Taies
3 1 <049 Oe 49 Se 6 0.84 1.33
2  .047 = 0.4 S¢4 0481 ‘ 1.28

3 +056 0+56 546 0.84 . 1540
AVERAGE 051 0.51 8¢5 0.83 TTTTOTRR Silaa
4 1 137 1037 8e2 1.23 2. 60
2 - <208 2. 08 8.0 120 3.28

3 170 1570 74 1415 2786
AVERAGE .172  1.72 80 Tal9 IO TEe
S 1 «047 Oe 47 4o 1 Geb1 1.09
2 .04l 0« 4l 401 0<61 ic03

3 <039 039 41 0<61i : 1500

AVERAGE 042 O 42 4.1 0-6} 1.04

6 1 e 044 0. 44 34.0 5«10 S.54
' 2 100 1.00 34.6 S.19 6.19
3 «091 0.91 34.0 5410 6401

AVERAGE +078 0.8 34.2 5.13 5.9!
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SYSTEM E
TIMES AND CHARGES (CONT.)
sk kokokokoksieokokokok kR KRR o
CONNECT CPU 1/0 TOTAL
TASK RUN (HRS) ($) (SEC) ($) (SEC) ($) CHARGE
7 1 « 355 3.55 98.8 14.82 - 1837 .
2 <401 4.01 98.3 14.74 ig.76
3 «520 S.20 979 14468 19489
AVERAGE 426 4 26 983 14:75 S 19701
8 1 197 1.97 30.5 4057 ' 6455
2 <223 2.23 29.9 44 48 6.72
3 211 2411 30. 4 4456 6 67
AVERAGE <210 2010 3043 “4us4 e ”6564
9 1 .212 5.12 28.0 - 4.20 . | 6.32
2 “262 2.62 28+5 4427 6089
3 ° 276 2.76 28+ 3 4424 7{0;
AVERAGE t..as-o ..2-..50 .‘28..'.3 ""4‘.‘24 SV P se e » -----..-)!o . -..6..:7-4
@VERALL . - A
AVERAGE 150 1.50 25.9 3.89 , 539
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SYSTEM E

TIMES AND CHARGES

s ok vk ok e ok ke ke ke ok ok ok ke ok o
CGNNECT QPU I(ﬂ TATAL
TASK RUN (HRS) ($) (SEG) (%) ¢(SEC) (3) CHARGE
! 1 «010 Oell 8¢5 1.27 . 139
2 «021 0. 23 8«5 1.27 1+51
3 +033 036 8v5 1727 1764
AVERAGE :02? OV B4 B “1:27 eseenees vevrenes ”1:5?
2 1 « 065 0.71 8e5 127 1.99
2 « 052 0. 57 8¢5 127 i.85
3 ;057 Ce« 63 815 @227 $I90

9V§R535 058 “Ove4  TEYS pemg e e ”T{gy‘

3 1 049 054 1.5 g.22 - 0.77
2 «056 0. 61 1.5 0.22 0«84

3 «054 0«59 1.5 0.22 0?8!
AVERAGE ...‘053 ..0..58 .-...l...-s ..0.‘.22" RO Ceacsss s .,0‘.:81.
4 1 «102 1.12 1.5 0.22 135
.2 « 125 1.38 165 0.22 1.60

3 :!05 }:}5 !25 0.22 !.38

AV;RAGE :?11 “1:22 S ”0?22 o Cpeeeenns ”TEA‘

S 1 067 0.74 1.5 0.22 ' 0.96
2 2055 0. 61 1s5 0.22 ' 0.83
3 <049 0.53 ivs ov22 - 0:76

sz-RAG; -.~057 --:0..-63 0-..-!-:.:5. 1-0;0-22 . oe 2s 2s 0v 0 . o8 te o0 o0 ...0:.:85 .

6 1 « 026 0.28 205 3.07 ' 3.36
2 «049 0+.54 20.5 3.07 ' 3. 62
3 «024 0.27 20.3 3:07 : 3¢34

AVERAGg ~033 V36 ”20£5 .”3507 oo caseirnone ”35%4
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SYSTEM F

TIMES AND CHARGES (CONT.)
sedekokokokokskkkkokkkokokk e

CONNECT CPU 1/0 TOTAL

TASK RUN (HRS) (%) (SEC) $ (SEC) ($) (_JHARGE
7 1 «266 2.93 144.5 21.67 24. 60

2 «201 2.21 135¢5 20.32 22.54

3 «237 2.61 137'-'5 20.62 23+ 23

AVERAGE +235 "2.58 139.2 20.87 U7 T 23.+46

8 1 .293  3.23 27.5  4.12 7.35
2 veel 2043 2505 3482 626
3 J214 235 265 3997 | 6433

AVERAGE 243 “BOET EEYS g e '"6?-"65

9 1 «195 2¢14 335 5.02 Te17

2 V197 2417 32VS  4V87 | 7704
3 vi91 210 325 4087 6497

AVERAGE ...‘I-g._A ..2....!:.4‘ ..;'-2:..8 ...4:.,9? Lo na-.- Iy corecreees “7:.:06

OVERALL

AVERAGE 112 . i.23 26:7 4.0l - 5.24

. ®
.} b
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SYSTEM G

TIMES AND CHARGES
ek ke ke ok sk sk ok ok ok e sde ek koK

CONNECT CPU i/0 TOTAL

TASK RUN (HRS) 3 (SEC) ($) (SEC) (5 CHARGﬁ
1 1 « 006 0.06 95 0.19 : 0.25

’ 2 « 007 0.07 105 0.21 0.28

3 3006 0;06 '9?5 0.19 0.25

AVERAGE 5007 “0F07 ”'9;8 Ho;ao evereaes Cevenaeens 026

2 1 .046 0e46 105 0.21 0e 67
2 J046  0s46  9%5 0519 0+ 65

3 v046 046  9¥5 0+ 19 0% 65
AVERAGE 046 0446 9.8 0.20 065
3 1 +045 0. 45 1¢5  0.03 O« 48
2 J045 0« 45 165 0,03 - O« 48

3 047 0+ 47 1+5 0:03 0+50

AVE.RAGE- ..:0.46 ..O.‘..46 .....1.:..5 .10.03 ceceierens Csessesaess ..0-.'.449

4 1 .058 0.58 1.5
2 7059 0+59 15 0403 0% 62
3 <057  0.57 0+5 v01

AVERAGE. ...058. ..0..:58 .'..'!.v..e ~o<0-.-~02 DR TN L P RN LA LR ..D:.:-6'}-

S 1 021 . 0.21 0.5  0.01 . 0.22
2 $e19  0<19 0S5 001 0.20
3 vo18  0v18 ~ 15  0+03 0v21

AVE_RAGE ..0!9 \.0..19 ..D...B - ..0..02 Ceisaensae Cseriranns .'00:2!

6 1 «012 0.12 205 0.41 ‘ 0.53
2 «012 o.12 21.5 0+ 43 0.55
3 012 0.12 21.5 0. 43 0:55

AVERAGE €0¥2 ”UETZ ”??52 “054? coseraiecs crreneens “0?55
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SYSTEM G

TIMES AND CHARGES (CONTe)
Ackokskkokkdkokkkokkokkkdk T

o&

CONNECT CPU 1/0 TOTAL

TASK RUN (HRS) (8> (SEC)  ($)  (SEC) ()  CHARGE

7 1 +170  1.70 75045  15.01 16,71

2 «173 1473 754¢5 i5.09 16.82

3 V194 1594 85285 17405 18499

AVERAGE +<1%$ 1579 78548 15472 | 17751

8 1 126  1.26 155.5  3.11 4.37

2 «123 123 150¢5 3.01 4,24

3 V114 i¥14 14955 2999 4013

AVERAGE <121  “I¥2T T5I% 304 4225

9 1 «134 134 385 0.77 2011

2 133 133 37s5 075 2208

3 “i33 133 385 - 0.77 2.10

AVERAGE +T33 T+33 ~38¥2  O0NT6 -1 (¢
@VERALL .

AVERAGE +069  0.69 113.4  2.27 2496
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SYSTEM H
TIMES AND CHARGES
seskoke sk s sk ok e deske e ke sk ok ke
CBNNECT - CPU 1/ TOTAL

TASK RUN (HRS) (&P (SEC) (%) (SEC) €3) CHARGE

1 1 +010  0.10 10.5 0.21 0.31
"2 Y015 0415 945 0v19 0v34
3 voil 0411 1045 0v21 0.32

AngAG; :0!2 ”0:12 ”10:2 “U;ZU Cevernans Cereenans 0w 3B

2 1 « 055 0.55 12.5 0.25 0.80
2 « 049 0. 49 125 0.25 0.74
3 «052 0.52 ;2:5 0.25 - 0077

AVER'AGE. ) ...05.2 . ..U'..SE ‘..!..2;‘5 ---0-.rv2.§ D LR AN IR T XA Y --D;-7.7

e5 0417  0.66
S 0v19 , T 0v70
$S 0719 0+ 68

3 1 « 049 O. 49 8
2 <051 0.51 9
3 « 049 . 0749 9e

9

.. - ‘e
- w» - - o a» o> o - e

AVERAGE <050 0450 gy R errvrens e ”0368

4 1 «058 0.58 95 0.19 ~ 0.77

2 <058 0.58 105 0.21 0.79
3 «061 0.61 *9?5 O¥§9 0580

AVE-RAsg ...059 .-O...s.g .-.-9-.-8 ..0:..20 Cevsanasn, D R -.Uj.:,’g

s 1 .021 0.21 ° 85 017 - 0.38
2 J019 0-19.  7<5. 0515 0v34
3 V017 0-17 7.5 0v15 0.32

AV;RAGE CO1Y 019 "”7?8 L GVTE R e ”0535

6 1 «027 0.27 28¢5 0.57 ’ 0.84
2  .020 0.20 235 0447 0.67
3 ol6 0516 235 0+ 47 063

AVERAGE. ..ogg. ..D...z.}. .'?S;:g ..0.;.5.0 ETETIN ...v TR ) ..U.-...72
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SYSTEM H
TIMES AND CHARGES {CONT.?
ek sfe ok e sl sfe ke sk sk e de ok e e ke )

CONNECT CPU 1/0 TOTAL
TASK RUN (HRS)  ($)  (SEC) ¢$) (SEC) . ($)  CHARGE
7 1 .154  1.54 150.5  3.01 4455
2 vie3  1v63 16745  3.35 4098
3 +160  1v60 156¢5  3v13 4073

AVERAGE_ ..,‘1-:59 "'?'0'59' 158v3 30!6 Covenenens 4.75

8 1 127 1.27 70¢5 1e 4l 2. 68

2 V136 iv36 725 1+ 45 2.81
3 vi41 ivalr - 695 1539 2:80

AVERAGE V135 T3S ] CTvaR 2-76

9 1 e187 = 187 1205 2041 ) 4428

2 161 1761 120.5 2. 41 44,02
3 G168 1ie8 122W5 2748 413

AVERAGE. :...!.72. ...¥:..7-2 .!.?.!....? ..2:...42 crvasonens T ’ ...4;..1..4

GVERALL:
AVERAGE +075 0.75 47.2  0s94 1.70
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SYSTEM I

TIMES AND CHARGES

***************i*
CﬁNNECT ) QPU I{Q . T@TAL
TASK RUN C(HRS) (S -(SEQ} (S) (Sgg) {S) 9HARG§
1 1 .009 ° 0.10 3.6 1419 1029
2 « 009 0. 09 3.6 1.18 ’ 1.27
3 « 006 0.07 3.6 @:;s !325
AVERAG? 008 009 3R ”1:@8 e eereeeens ”?¥27
2 1 « 048 0.53 3e7 1.21 1+74
.2 « 044 0. 49 3¢7 i.21 1270
3 <044  0v49 367 1-21 169
AV;RAG; 046 ”OUSD n73:7 ,1;21 e vernans e rereeeres 01:7¥
3 1 « 044 " Qe 48 0.2 0.06 ' 0«54
' 2 * 043 . Qb 48 0.2 0.06 0. 54
3 <044 048 02  0¢06 : 0754

AV-E-RAGE ’ :.:-04-4 . -.D:.:.48 .o --0}-.2 . ..0..:0.6 " s% es o0 o o IR IR LR AN - \-U-.-S-A

......

4 1 .072 0,79 0.3  0.09 . 0.88

2 vo72 079 03 0509 088

3 <073 080 03  0:09 0789
AV@RAGE ..-.072 . ..0..-80 .o 00;-3 ’-9-0..-09 cen s Bn e e --aa:.u ..0:.:89
S 1 037 0.41 0.2  0.06 0. 47
2 .036 0s39 0.2 005 | 0% 45

3 <034 0437  0s2 0503 ~ 0v 43
AVERAGE 1036 0:39 Uiz ON0S TTTT R
6 1 013  0.14  Tel  2.36 2450
2 v0i3  Ovia 72 237 | 2751

3 v0i3 0I5 71 2036 2750
AVERAGE Jola’ oita ez CEE¥E TTTT T “gi50

H
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SYSTEM I

TIMES AND CHARGES C(CONT.)
FkkokkdkdeokkRkkkkRRK T

CONNECT CPU 1/0
TASK RUN CHRS)  ($) (SEC)  ($)  (SEC)
7 1 167  1.84 45.9  15.15
2  J162 1578 4650 15719
3 <181 1599 460  15:19
AVERAGE +170 1587 460 1518
8 1 o144 1.58 14.1 4. 64
2 « 135 1.48 1441 4464
3 138 152 14V1  4v64
AVERAGE +139  I<53 'T4J1 4564
9 1 152 1467 2.8  0.93
2 Vi4e  1s61 278  0.93
3 w149  Ive4 278  0+93
AVERAGE <T49 ~ "Is64 ""'278 0.3
OVERALL <
AVERAGE +075  0.83 87  2.86

TOTAL

($)

CHARGE
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SYSTEM J
TIMES AND CHARGES
S sk e i e ofe ke ke ok ek ke e e ek ke
CONNECT CPU 1/0 ' TBTAL

TASK RUN (HRS) ($) (SEC) ($) FSEG) (3 CHARGE

0. 60 0. 69

1 1 « 008 0.09 1.8
2 « 007 0.07 1.8 0. 60 0. 67
3 «010 O.11 1.8 0. 61 0.71
AVERAGE <008 U0 18 S 0v60 T Ceesieaees 569

2 1 «050 0.55 2.1 0.70 1.25
2 %051 0.56 2.1 0.70 1.26
3 <050 0:55 2.1 0.70 }{25

Avsﬁﬁﬁﬁ <050 0455 TS T TR ceennies ”TH?S

3 1 .049 0e54 0.2 0.07 7 0. 61
T2 V049 0453 0s2 0s08 _ _ 061
3 7049 - 0VS3 0.2 0+08 v 6l -

AngAG; _5049 “0?54 nunia. o T cevresinen “UEB?

4 1 «078 - 0.86. 0.3 O.11 096
' 2 <068 0.75 0.3 O.11 - 0.85
3 <075 0.83 0.3 0?}1 0?94

AVERAGE ..2014 .-.0..:8.1- -...-oj..s ..ﬁ:.,.l-!. ceeas - e Terseraras ..0‘.:92

S 1 « 027 0.30 0.2 0.07 0.37
2 «029 0.32 0.2 0.07 - 0+.39
3 +«034 0?38 ' OI? 0.07 0v45

AV;RAG@ .030 "‘.0...33 ....D;..z ..0..07 AP sass e cocmcanese --U:.:.AU

6 1 015 0. 17 4.5 1047 ‘ 1.64
2 015 . 0. 16 455 1748 : 1ves
3  .0ia 0-16 4.5 1748 1764

AV@RAG; . ...D.i-..s .0.26 405 .!.48 corereares Cenrvenons 2064
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SYSTEM J

TIMES AND CHARGES C(CONT.)?
sdkkdeiokskokokkkkkkkx

\

CONNECT CPU 1/0 TOTAL

TASK RUN CHRS)  ($)  (SEC) ¢$) (SEC)  (3)  CHARGE
7 1 <475 . 5.23 47.5 15.66 20.89

2 v215 2737 4753 1560 1797

3 V317 3048 4743  15-62 19410
AVERAG; ..'33‘6 . ‘3‘.‘69 - 50474.¢~4 t!s~.1063 LN XY -Q.O .« pr PR BN P, !’9;‘;2
8 1 +156 1.72 e 4 2.76 4 48
5 ©256 2.82 8.4  2v77 5.59

3 Y146 1561 8e4 2076 4237

- - - - - o on o - - o= P - mone - on o

AVERAG.E.. ..:1-86 . ~-2...»05 -.-.BA.-A ..2'.-7.6 «ry te o e o DR AN RN "4‘.‘8‘!.

9 1 148 . 1.63 5.3  1.76 3.39
2 V154 1569  SV3  1V76 3045
3 <is1  1<66 53 1375 . 34l
AVERAGE 151 1e86 B¢ Tae16 o T U3idg
OVERALL | |
AVERAGE - +100  1.10 7.8 238 3. 67
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SYSTEM K
TIMES AND CHARGES
sje el sk o s e ke oK e ek ok ske ke ke ok
C@NNF;QT (_JPU 1/06 TOTAL
.TASK RUN C(HRS) ($) {SEC) (%) (S@C) (_$) CHQR(}@
1 1 « 009 0. 07 151 075 0.83
i 2 «010 0. 08 1544 0.77 . 0.85
3 010 0.07 1540 0+75 0.82

AVERAGE ‘»0!0 ”D_'o:07 ...!.5..,.2 "U:o_'7'6 RRCE

2 1 054 O« 40 165 0.82 1.23
2 « 055 O-41 . 1647 0.83 : i.25
3 «056  0.42 1649 0.84 1726

AV_EBAGE- },055 o4l "'!"6_&7 0,83 1.25

3 1  .050 0.37 2.0  0.10 | 0. 47
" 2 J050 . 0437 26 0413 ~ 0v50
3 <050 037 25  0¢13 0450

AVERAGE ’ ..050 “0;37 «‘..2;:.4 ..0...-!>2 Cerevensee vesecsnnne ‘.U......Ag

4 1 077 0.58 6.0 . 030" 0.88
2 5076 0757 Se1 0.25 0+83

3 Y130 0.98 62 0<31 1529
AVERAGE -'00-94 . ..0~.n7-!- -~ on -5-.!8 .’0.'29 : . 8% 2 pe o e oe 29 4% Sa p ---}-..:UU
5 1 112 0.84 2.5 0.13 0.96
2 <025 0+ 19 3.2 0. 16 0+35

3 025 019 = 1.3 0.06 0. 25

AVE-RAGE ] l.005~4 .»o:.:.40 .:..2:.:3 .-.0..:1-2 Ceass e e senstve s --o:.:sz

6 1 «018 0.14 188 0.94 1.08

2 017 0.13 18+ 6 0.93 _ 106
3 sois  0i14 18:6 0993 1+07
e o o i Cews R T Tn
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SYSTEM K

TIMES AND CHARGES (CONT.?
PROTRT T T T 1 = T 2 1 2 JU T

CONNECT CPU 1/0 TETAL

TASK RUN (HRS) (3 (SEC) (%) (SEQ) {?) QHARGE

7 1 « 402 3.02 315.3 15.77 18.78

2 + 299 2¢24 3145 15.72 17.96

3 «330 2;47 3}5J9 15279 ‘ @8;?7

8 1 ¢ 165 1«24 T8¢ 1 390 Se.l4

2 . 152 i-14 73¢3 3.66 4.81

3 :!65 1?24 75?1 - 3.76 4499

9 1 157 1. 17 176 0.88 2.05

2 <172 1.29 i7.2 0.86 2.15

3 V169 1527 1741 086 2v12
PVERALL
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TASK RUN

11
e

3
. AVERAGE
2 1
2

3
AVERAGE
3 1
2

3
AVERAGE
4 1
2

3
AVERAGE
5 1

2

3
AVERAGE
6 1

2

3
AVERAGE
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SYSTEM L
TIMES AND CHARGES
*****************
CONNECT CPU 1/9

(HRS) ~ ($)  (SEC) ($)  (SE®)

<011 0.09 12.3 0. 62

V011 0.08 123 0 62

<009 007 1148 0+59

JOT0 0508 24T 0w 6T

<079 0.60 135 0. 67

©053 0.40 142 0.71

~054 040 i4s2 0,71

V062 O0-47 14.0 0070

.051 0.38 2.3 0.12

<051 0.38 2,4 ovi2

~051 0. 38 2.8 0v14

5057 038 ‘85 0v12

<150 1.12 7.3 0.37

$091 0. 68 752 0<36

©132 0599 7.2 036
v1e4 093 UTV2 0.36

<074 0.55 5.6 0.28

5037 0.28 5.2 0.26

©050 0437 459 0.24
V054 040 502 026
- +030 022 1749 0«89

~030 0.23 169 Ge84

©019 0s14 1840 0-90

J026  0S20 T796 088 e

(%)

TOTAL

(_JHARGE
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SYSTEM L

TIMES AND CHARGES C(CONT.)
soRskokokokdeokkkkdokkkkk 0

CONNECT CPU 1/0 | TBTAL

TASK RUN (HRS)  ($)  (SEC) ($)  (SEC) ($)  CHARGE
7 1 +185 139 709 3.54 4093

2 ° ©208 iv56 69¢9 3049 5705

3 188 1741 7194 3¢57 4.98

angAGE- ;?94 ”?“5 “70?7 ”3554 corseresen coseresses "4{99

8 1 «294 2.21 2666 ° 133 A ' 354
2 «191 1743 25.3 iv26 2,70
3 :?73 ;?30 24.8 1324 2.54

AVERAGE 230 "?IES ”2536 ”1:28 Cevsienens Ceanreans ”2F92

9 1 e161 1.21 179 0.89 2.11
2 +158 119 17¢4 0.87 2.06
3 ?159 §:§9 §7¥2 0.86 ?:05

AVE.RAGE ] -.ctgs'g lu.g;.z.-q ’ !'~¥7-.-5. "0‘.’87. o p.u LN X ] LA N I} .q»-.l --?;'U.v

OVERALL - ‘ | '
AVERAGE .100 0«75 19.2 0.96 1.71
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STORAGE CHARGES
skskkkdokd dedkkkdokk

SYSTEM
TASK A B c D E F
2 - 10 =10 s 19 w24 24 019
3 - 10 - 10 .19 w24 .24 s19
4 s 10 .10 s 19 24 -24 =19
5 £10 . +10 .19 .24 .24 .19
6 .10 .10 .19 .24 . 48 .19
7 <70 1.00 .56 2,40 ~ 2:40 .56
8 .80  1.00 .38 2416 2440 .56
9 1.30  1.60 ~ 75  4.08  3.84 94
OO sor koo R rr e e
SYSTEM |
TASK G H 1 J K L
T The s wio Tre Tiee v
2 »06 w18 - 10 .10 06 ¢ 207
3 "+ 06 =06 .10 - 10 (06 ° 206
4 <06  +13 .10 .10 .06 <09
s .06 .06 .10 30 .06 .06
6 <06 +06 .10 «10 - 06 <06
7 .83 1.02 . 60 .80 .72 .95
§ .83 1,09 .60  :90 69 1:01
9 1.47 1,79 1510 1.40 © 1230 12T
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TASK A B

TV T Tioa
2 - 08 11

3 .01 .03

4 ':45 :49

5 .25 .53

6 .08 .08
| » 3:49 :60

8 1.37  1.54

9 .15 .50

we e i
TASK G H

l .'O.'o"O'O 0%

2 +00 .04
3 .02 +04
4 0.00 - 00
5 .00  0.00
6 0.00 .06
7 .14 0400
8 0,00 . 10
9 0:00 . 27
avE,.  ior is
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LABGR C
kkkkk Xk

C

e 03

«06

- .04

-28
:20
:05
:36
:25
¢33

”FTS

BSTS
sk ok k

SYSTEM
D

“F¥8

« 07

26

.;7

+ 51

.
L XX )

/38

SYSTEM

1
0:00
O:OO

.@0

.(2

+ 00
:.08
«12
o11

-

s 06

J
»03
:04
- 11

« 08

07

E
223
=05
*79
s 18

.46

«82

%58

F
«09
=07
=37
&7
.14
153
:83
* 43

.

o3z

.03
=12
203
246
*24
=10
224
»67
.18

23
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TA@TAL C@STS
ok ode e ok Sk e ke ke sk ok

BASIC SYSTEMS

TASK RUN A c D G 1 K

11 1.16 1.63 1.96 0.32 1.39 0.91
2 1516 1758 1295 0+ 35 1-38 0+93

3 1531 1764 2418 0+32 135 0v91

2 1 1e94  2.09 2.37 0.73 1.84 135
2 1593 2 14 2 43 0.71 1.80 ie37

3 1578 2,29 2431 0471 1579 1239

3 1 0.79 086 - 1e45 056 0.64 0.58
) 0.83 0,85 iv 48 0:56 0.64 - 0+61

3 0-75 0:85 1549 0+ 59 064  0+60

4 1 2.95 1.61 2.35 O. 68 1.08 1.19
) 3533 ' 175 2.55 0469 i.08  1s14
3 3.26 152 2434 0+« 65 109 1480

5 1 2. 43 1.01 1. 42 029 0. 68 1.26
- 1.13 iv12 1.32 0+27 066 065
3 1367 5.86 is47 0.28 0+ 64 0vSS

6 1 1452 2.50 4.03 0.60 24 60 1617
2 1556 2731 4,05 0+ 62 2,61 iv15

3 1348 2730 5,06 0+ 62 2761 1516

7 1 33017 13.74 13.20 17.69 1767  20.80
2 30,46 14-12 13253 17.80 17-64 19.98

3 25744 14401 13:70 19496  17.86 20428

8 1 12067 3.87 9. 45 5.20 6.9 4 6011
2 13744 3.56 8s70 5,07 684 5. 78

3 12375 3+ 60 9.78 4596 6.88 5:96

9 1 4455 3.74 9.96 3.59 3.82 3.58
2 4% 45 3.90 9.91 3755 3375 3.68

3 4449 3,90 = 9469 3¢57 3.78 3765

.o - .. s .o .
- at"en oo o> - e e e - - o o e o - w» w» = - o o o e - e o o> -

'AVERAGE ~ 6436  3+46  5¢19  3.37  4:06  4:01
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T TAL COSTS
*ckkokokokdkkkokk

FORTRAN SYSTEMS

TASK RUN B E cF H J L
11 0.99 2. 45 1+ 68 0. 48 0.80  0.81
2 0.99 2,54 180 0+51 0.8 .81
3 0.94 2. 48 1.93 0 49 0.83 077
2 1 179 3. 46 2.26 0.97 1.38 1. 47
2 1465 3.24 20,12 0.91 1.39 1.31
3 1787 ° 332 2718 0594 1938 1:32
3 i 0.83 1. 62 1.02 0.76 0.75 0. 60
2 0.92 157 1509 0.81 0.75 0+ 61
3. G.83 1<68 1207 0.79 0.75 0+ 63
a 1 2.73 3.63 1.90 0.90 1e17 2.04
2 4.00 4s32 2416 0.92 106 159 .
3 2. 47 3.89 1593 0793 1.15 i+90
S 1 3.59 1e 49 1e 41 0. 44 0«55 1.13
2 2,21 1v43 1429 Os 41l 0¢57 0.84
3 2v11 141 1721 0+ 39 0+ 63 0:92
6 1 1.38 6. 48 3. 69 0.97 1.76 1.27
2 1e 46 713 3.95 0¢79 1277 - 1+23
3 1535 694 3467 0576 176 1919
7 1 8.70 22.64 25.69 5.58 22.93 6013
2 g8+63 23702 23.63 6,00 20+00 6425
3 9751 24715 24433 5¢75 21714 6418
g 1 12.72 9.57 8e 77 3.86 5.84 5.24
2 "9 65 9,74 767 3.99 6594 45 40
3 9,02 ~ 9+69 774 3.98 5072 4924
9 1 6.29  10.98 8.53 6034  4e91 3.96
2 5,46 1155 8. 4l 6+ 08 4.98 3791
3 5764 11767 834 6519 4594 3790

- . .. .. - .“e - .
- e e w = - ew ws w» o - ar = - - - - e e» @ = -er e e

AVERAGE 3499  7+12  5:91  2:26  4:32  2.39
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TOTAL COSTS

s ok i ok ke ke e ke sk ok
VEND@RS

TASK RUN u Y} W X Y z
1 1 1.07 1.66 2.21 0. 40 1.10 0.86
2 1.08 1469 2.24 0. 43 1.08 087
3 1013 1078 2033 0-'«’-‘0 1009 0084
2 1 1.86 2.17 2.91 0.85 1e 61 1.41
2 1.79 2.13 2.83 0.81 159 i34
3 1.82 224 2.82 0.83 159 1.35
3 1 0.81 0.94 1.54 0. 66 0.69 0.59
2 087 0.97 1.53 0. 68 0. 69 0.61
3 0479 0.96 159 0+ 69 O+ 69 0. 62
4 | 2.84 1.75 2.99 0.79 1.13 1.61
2 367 1495 3443 .0480 107 1.36
3 2,87 173 3.12 0.79 1e12 1.75
5 1 3.01 1.21 146 0.37 0. 61 " 120
2 167 1.20 1637 0.34 0. 62 0.74
3 1?59 1.03 1¢ 44 0.33 0. 64 0.74
3 1 1e 45 3.10 5.26 0.78 2.18 1.22
2 151 3.13 S5¢59 0.71 2419 1.19
3 1e42 2.98 6400 0«69 2.18 1.18
7 1 20.93 19.72 1792 11.63 20.30 13.46
. 2 1954 18.87 18+.28 1190 18+82 1311
3 17. 47 19417 18493 12.86 1950 13.23
g 1 12469 6. 32 9.51 4053 6.39 - 567
2 1154 Se61 9.22 4,53 6+89 5S¢ 09
3 1088 5¢67 9.74 44 47 630 5.10
.9 1 Se42 6.13 10. 47 496 4437 377
2 4.96 6415 10.73 4.82 4436 3,79
3 5.06  6v12 10468 4,88 4436 3.77

AVERAGE  5¢18 468 6415  2¢81 419 3.20
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